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#### Abstract

We study the convergence of minimum error entropy (MEE) algorithms when they are implemented by a gradient descent. This method has been used in practical applications for more than one decade, but there has been no consistency or rigorous error analysis. This paper gives the first rigorous proof for the convergence of the gradient descent method for MEE in a linear regression setting. The mean square error is proved to decay exponentially fast in terms of the iteration steps and of order $O\left(\frac{1}{m}\right)$ in terms of the sample size $m$. The mean square convergence is guaranteed when the step size is chosen appropriately and the scaling parameter is large enough.
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## I. Introduction

REGRESSION analysis plays important roles in many fields of science and engineering. The traditional least square method is the mostly used algorithm for regression in practice. However, it is suboptimal when the system noise is not normally distributed. Variant approaches have been proposed to deal with data with outliers or heavy-tailed distributions. Minimum error entropy (MEE) criterion is one of them. It is motivated by the idea of minimizing the information as measured by entropy in the prediction error. The estimated model is expected to preserve information as much as possible and thus improves the predictive performance. Unlike the traditional least square method which relies only on the variance of the prediction error, the error entropy takes all higher order moments into account and is thus advantageous when MEE is used to handle non-Guassian and heavy tailed error distributions [1], [2]. As non-Gaussian noise is ubiquitous in real world applications, the superiority of MEE has been evidenced in a variety of applications, which include adaptive filtering, clustering, classification, feature selection, and blind source separation [3]-[8].

[^0]Let $X$ be a multivariate random variable with values in a compact subset of $\mathbb{R}^{n}$ and $Y$ a real valued response variable. The purpose of regression analysis is to study the quantitative relationship between $X$ and $Y$. This usually leads to estimating the regression function $f_{*}(\mathbf{x})=\mathbf{E}(Y \mid X=\mathbf{x})$ from a sample of $m$ observations $\mathbf{z}=\left\{\left(\mathbf{x}_{i}, y_{i}\right)\right\}_{i=1}^{m}$ drawn independently and identically. As most statistical and machine learning algorithms for regression analysis have focused on the use of convex losses such as the squared loss in the least square method and the insensitive loss in support vector regression, approximation powers of learning algorithms with convex losses have been well studied in the literature; see e.g. [9]-[11] and the references therein. The MEE algorithms, however, use the error entropy as the loss function which is not convex. It brings essential difficulties to the analysis. Although the MEE algorithms have been verified effective in many empirical studies, the study on its computational and mathematical properties is lagged a little bit behind.

The MEE approach was introduced in [1]. It aims to minimize the information contained in the error and maximize the information captured by the estimated model. Given an estimator $f$ of the regression function, define the error variable as $E=Y-f(X)$. One can measure the error information by Renyi's entropy or Shannon's entropy. In this paper we consider the second order Renyi's entropy

$$
H(E)=-\log \mathbf{E}\left(p_{E}\right)=-\log \int p_{E}^{2}(e) d e
$$

where $p_{E}$ denotes the probability density function of $E$. For the given sample $\mathbf{z}$, define $e_{i}=y_{i}-f\left(\mathbf{x}_{i}\right)$. Then $p_{E}$ can be estimated by Parzen windowing [12] which, given a kernel function $K: \mathbb{R} \rightarrow[0, \infty)$ and a scaling parameter $h>0$, defines a kernel density estimator by

$$
\hat{p}_{E}(e)=\frac{1}{m} \sum_{i=1}^{m} K_{h}\left(e-e_{i}\right)=\frac{1}{m h} \sum_{i=1}^{m} K\left(\frac{e-e_{i}}{h}\right) .
$$

A usual choice is the Gaussian kernel density estimator where $K(u)=\frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{u^{2}}{2}\right)$ and $K_{h}(u)=\frac{1}{\sqrt{2 \pi} h} \exp \left(-\frac{u^{2}}{2 h^{2}}\right)$. The empirical error information is

$$
\hat{H}(f)=-\log \left\{\frac{1}{m^{2} h} \sum_{i=1}^{m} \sum_{j=1}^{m} K\left(\frac{e_{i}-e_{j}}{h}\right)\right\}
$$

The MEE algorithm searches for an estimator that minimizes $\hat{H}$ over a hypothesis space.

The structure of the empirical entropy $\hat{H}$ exhibits that the scaling parameter $h$ plays an important role in the MEE algorithm design. The value of $h$ is adjusted for different learning tasks in MEE algorithms and the corresponding learning
where, given $e_{i}=y_{i}-\mathbf{w}^{\top} \mathbf{x}_{i}$,

$$
\hat{H}(\mathbf{w})=-\log \left\{\frac{1}{m^{2} h} \sum_{i=1}^{m} \sum_{j=1}^{m} K\left(\frac{e_{i}-e_{j}}{h}\right)\right\}
$$

effects are presented in a series of numerical simulations; see e.g. [6], [7]. Mathematically, the predictive performance of MEE algorithms was analyzed in [13]-[16]. The convergence of MEE algorithms can be guaranteed only for homoscedastic model if the scaling parameter $h$ is chosen small. The scaling parameter $h$ should be chosen large enough to guarantee the algorithms to be asymptotically consistent for more general models. This coincides with the empirical studies in the literature.

From a computational perspective, the loss function is close to the squared loss by weighing less on the high order statistics of the error when $h$ is large. Thus, using a relatively large scaling parameter reduces the risk that MEE algorithms suffer from being stuck in local minima. MEE algorithms are usually implemented by gradient descent or stochastic gradient descent [1], [17]-[19]. However, because the optimization problem arising from MEE is non-convex, the convergence of the gradient descent method is not unconditionally guaranteed. A mean squared convergence result is proved in [20] which, however, only guarantees the solution of the stochastic gradient descent method converges to a local minima but not necessarily the global minima. In this paper, our purpose is to derive conditions and stopping criteria for the gradient descent method to achieve global convergence.

We focus on linear regression models in this paper. Assume

$$
y=\mathbf{w}_{*}^{\top} \mathbf{x}+\epsilon, \quad \mathbf{E}[\epsilon \mid \mathbf{x}]=0
$$

for some $\mathbf{w}_{*} \in \mathbb{R}^{n}$, where $\epsilon$ is a mean zero noise random variable. The regression function takes the form $f_{*}(\mathbf{x})=\mathbf{w}_{*}^{\top} \mathbf{x}$ and the target of regression analysis is to estimate $\mathbf{w}_{*}$ from the sample. For an estimator $\hat{\mathbf{w}}$, the goodness could be measured by the squared error $\left\|\hat{\mathbf{w}}-\mathbf{w}_{*}\right\|^{2}$.

The MEE estimator $\hat{\mathbf{w}}$ is defined as

$$
\hat{\mathbf{w}}=\arg \min _{\mathbf{w} \in \mathbb{R}^{n}} \hat{H}(\mathbf{w})
$$

As the logarithmic function is monotone and does not affect the minimization process, we remove it and consider the transformed empirical error information

$$
R(\mathbf{w})=-\frac{h^{2}}{m^{2}} \sum_{i=1}^{m} \sum_{j=1}^{m} K\left(\frac{\left(y_{i}-\mathbf{w}^{\top} \mathbf{x}_{i}\right)-\left(y_{j}-\mathbf{w}^{\top} \mathbf{x}_{j}\right)}{h}\right)
$$

It is obvious the MEE estimator can also be obtained by

$$
\begin{equation*}
\hat{\mathbf{w}}=\arg \min _{\mathbf{w} \in \mathbb{R}^{n}} R(\mathbf{w}) \tag{1}
\end{equation*}
$$

When $K$ is differentiable, the gradient descent algorithm for MEE starts with $\hat{\mathbf{w}}_{0}=0$ and updates the estimator by

$$
\hat{\mathbf{w}}_{t}=\hat{\mathbf{w}}_{t-1}-\eta_{t} \nabla R\left(\hat{\mathbf{w}}_{t-1}\right)
$$

consider the problem in an alternative way. Recall the ultimate goal is to learn the true regression coefficients vector $\mathbf{w}_{*}$. On one hand, if $\hat{\mathbf{w}}_{t}$ provide good estimates of $\mathbf{w}_{*}$, the convergence of $\hat{\mathbf{w}}_{t}$ to $\hat{\mathbf{w}}$ does not matter much. On the other hand, notice that

$$
\left\|\hat{\mathbf{w}}_{t}-\mathbf{w}_{*}\right\| \leq\left\|\hat{\mathbf{w}}_{t}-\hat{\mathbf{w}}\right\|+\left\|\hat{\mathbf{w}}-\mathbf{w}_{*}\right\|
$$

Even if $\hat{\mathbf{w}}_{t}$ does converge to $\hat{\mathbf{w}}$, it does not make much sense to iterate the gradient descent steps till convergence because the second term on the right will dominate the error. Instead, the algorithm should be stopped earlier when the performance of the estimate does not improve.

In order to state our main results we need some assumptions. Firstly, we assume both $X$ and $Y$ are uniformly bounded by a constant $M$. Also, the covariance matrix $V_{X X}$ of $X$ is nondegenerate, that is, all the eigenvalues of $V_{X X}$ are positive. In particular, we denote by $\lambda_{\max }$ and $\lambda_{\text {min }}$ the largest and the smallest eigenvalues of $V_{X X}$, respectively.

To simplify our presentation and notations in the proofs, we focus on symmetric kernels and define $\Psi:[0, \infty) \rightarrow[0, \infty)$ as $\Psi(u)=K(\sqrt{2 u})$ or equivalently, $\Psi\left(\frac{u^{2}}{2}\right)=K(u)$. With this notation, the empirical error can be rewritten as
$R(\mathbf{w})=-\frac{h^{2}}{m^{2}} \sum_{i=1}^{m} \sum_{j=1}^{m} \Psi\left(\frac{\left[\left(y_{i}-\mathbf{w}^{\top} \mathbf{x}_{i}\right)-\left(y_{j}-\mathbf{w}^{\top} \mathbf{x}_{j}\right)\right]^{2}}{2 h^{2}}\right)$.
Assume $\Psi$ is decreasing and differentiable, $c_{0}=-\Psi_{+}^{\prime}(0)>$ 0 , and for some $p>0$,

$$
\begin{equation*}
\left|\Psi^{\prime}(u)-\Psi_{+}^{\prime}(0)\right| \leq c_{p} u^{p}, \forall u>0 . \tag{2}
\end{equation*}
$$

When the Gaussian kernel is used, it is easy to verify that $\Psi(u)=\frac{1}{\sqrt{2 \pi}} \exp (-u)$. We have $c_{0}=\frac{1}{\sqrt{2 \pi}}$ and (2) holds with $p=1$ and $c_{p}=\frac{1}{\sqrt{2 \pi}}$.

Our first result, Theorem 1 below, shows that $\hat{\mathbf{w}}_{t}$ is uniformly bounded with large probability.

Theorem 1: If $0<\eta_{t} \leq \frac{1}{2 c_{0} \lambda_{\max }}$ for all $t \in \mathbb{N}$ and $h \geq$ $\left(\frac{2^{5 p+4} c_{p} M^{6 p+2}}{c_{0} \lambda_{\text {min }}^{2 p+1}}\right)^{1 / 2 p}$, then for any $0<\delta<1$, we have

$$
\left\|\hat{\mathbf{w}}_{t}\right\| \leq \frac{3 M^{2}}{\lambda_{\min }} \quad \text { for all } t \in \mathbb{N}
$$

with probability $1-\delta$ provided that $m \geq \frac{900 M^{4} \log (8 / \delta)}{\lambda_{\text {min }}^{2}}$.
Because any bounded closed set in $\mathbb{R}^{n}$ is compact, Theorem 1 guarantees that a subsequence of $\left\{\hat{\mathbf{w}}_{t}\right\}$ converges to some point. To ensure the accumulation point is the solution $\mathbf{w}_{*}$ as we expected, the step size and the scaling parameters should be selected appropriately.

Theorem 2: Let $\eta_{t}=\eta t^{-\theta}$ for some $0 \leq \theta<1$ and $0<\eta \leq$ $\frac{\lambda_{\text {min }}}{12 c_{0} \lambda_{\text {max }}^{2}}$. Let $h \geq\left(\frac{2^{5 p+4} c_{p} M^{6 p+2}}{c_{0} \lambda_{\text {m in }}^{2 p+1}}\right)^{1 / 2 p}$. For any $0<\delta<1$, we have
$\left\|\hat{\mathbf{w}}_{T}-\mathbf{w}_{*}\right\|^{2} \leq C^{\prime}\left\{\exp \left(-\frac{\eta c_{0} \lambda_{\min } T^{1-\theta}}{1-\theta}\right)+\frac{1}{h^{4 p}}+\frac{\log (8 / \delta)}{m}\right\}$
with probability $1-\delta$ provided that $m \geq \frac{900 M^{4} \log (8 / \delta)}{\lambda_{\text {min }}^{2}}$. Here the constant $C^{\prime}$ is independent of $m, h$, or $\delta$, and will be given explicitly in the proof.

## 

Theorem 2 indicates that, under appropriate choices of the parameters, $\hat{\mathbf{w}}_{t}$ converges to $\mathbf{w}_{*}$ exponentially fast in terms of the number of iterations and is of order $O\left(\frac{1}{m}\right)$ in terms of the sample size. In particular, the convergence holds with a fixed step size $\eta_{t}=\eta$ provided that $\eta$ is small enough. In practice, given a set of observations, the sample size $m$ is fixed. The number of iteration steps $T=O(\log m)$ is usually sufficient to achieve the best possible learning performance.

## II. Preliminaries

We first give several basic facts associated to the linear regression model. Throughout this section we denote $\mu_{X}=\mathbf{E}(X)$ and $\mu_{Y}=\mathbf{E}(Y)$.

Lemma 3: The covariance matrix $V_{X X}$ satisfies $\lambda_{\max }=$ $\left\|V_{X X}\right\| \leq M^{2}$.

Proof: Note that $V_{X X}=\mathbf{E}\left(X X^{\top}\right)-\mu_{X} \mu_{X}^{\top}$. Since $X$ is bounded by $M$, we have $\left\|\mathbf{E}\left(X X^{\top}\right)\right\| \leq M^{2}$. Since both $\mathbf{E}\left(X X^{\top}\right)$ and $\mu_{X} \mu_{X}^{\top}$ are positive semidefinite, we have

$$
\left\|V_{X X}\right\| \leq\left\|\mathbf{E}\left(X X^{\top}\right)\right\| \leq M^{2}
$$

This proves the conclusion.
Lemma 4: Let $V_{X Y}$ denote the covariance vector between $X$ and $Y$. We have $V_{X X} \mathbf{w}_{*}=V_{X Y}$ and $\left\|\mathbf{w}_{*}\right\| \leq \frac{2 M^{2}}{\lambda_{\text {min }}}$.

Proof: By the model assumption we have $\mu_{Y}=\mu_{X}^{\top} \mathbf{w}_{*}$. Therefore, $y-\mu_{Y}=\left(\mathbf{x}-\mu_{X}\right)^{\top} \mathbf{w}_{*}+\epsilon$ and $\left(y-\mu_{Y}\right)\left(\mathbf{x}-\mu_{X}\right)=\left(\mathbf{x}-\mu_{X}\right)\left(\mathbf{x}-\mu_{X}\right)^{\top} \mathbf{w}_{*}+\epsilon\left(\mathbf{x}-\mu_{X}\right)$.

Taking expectation both sides and noting the fact $\mathbf{E}(\epsilon \mid \mathbf{x})=0$, we obtain $V_{X Y}=V_{X X} \mathbf{w}_{*}$.

Since both $X$ and $Y$ are bounded by $M$, we have

$$
\left\|V_{X Y}\right\|=\left\|\mathbf{E}(X Y)-\mu_{X} \mu_{Y}\right\| \leq 2 M^{2}
$$

Thus

$$
\left\|\mathbf{w}_{*}\right\|=\left\|V_{X X}^{-1} V_{X Y}\right\| \leq \frac{2 M^{2}}{\lambda_{\min }}
$$

This finishes the proof.
In our analysis, we need to deal with matrix and vector valued functions. For this purpose we need probability inequalities for Hilbert space valued random variables. The following one can be found in [21].

Lemma 5: Let $\mathcal{H}$ be a Hilbert space and $\left\{\xi_{i}\right\}_{i=1}^{m}$ be $m$ independent random variables with values in $\mathcal{H}$. Suppose that for each $i,\left\|\xi_{i}\right\| \leq M$ almost surely. Denote $\sigma^{2}=\sum_{i=1}^{m} \mathbf{E}\left(\left\|\xi_{i}\right\|^{2}\right)$. Then, for any $\varepsilon>0$,

$$
\begin{aligned}
& \operatorname{Pr}\left\{\left\|\frac{1}{m} \sum_{i=1}^{m}\left[\xi_{i}-\mathbf{E}\left(\xi_{i}\right)\right]\right\| \geq \varepsilon\right\} \\
\leq & 2 \exp \left\{-\frac{m \varepsilon}{2 M} \log \left(1+\frac{m M \varepsilon}{\sigma^{2}}\right)\right\} .
\end{aligned}
$$

By this lemma, we can prove the following inequality.
Lemma 6: Let $\mathcal{H}$ be a Hilbert space and $\xi$ be a random variable with values in $\mathcal{H}$. Assume that $\|\xi\| \leq M$ almost surely. Let $\left\{\xi_{1}, \xi_{2}, \ldots, \xi_{m}\right\}$ be a sample of $m$ independent observations
for $\xi$. Then, for any $\varepsilon>0$,
$\operatorname{Pr}\left\{\left\|\frac{1}{m} \sum_{i=1}^{m} \xi_{i}-\mathbf{E}(\xi)\right\| \geq \varepsilon\right\} \leq 2 \exp \left\{-\frac{m \varepsilon^{2}}{2 M^{2}+M \varepsilon}\right\}$.
Proof: Since $\|\xi\| \leq M$ almost surely, we have

$$
\sigma^{2}=\sum_{i=1}^{m} \mathbf{E}\left(\left\|\xi_{i}\right\|^{2}\right)=m \mathbf{E}\left(\|\xi\|^{2}\right) \leq m M^{2}
$$

Applying Lemma 5 we obtain

$$
\begin{align*}
& \operatorname{Pr}\left\{\left\|\frac{1}{m} \sum_{i=1}^{m} \xi_{i}-\mathbf{E}(\xi)\right\| \geq \varepsilon\right\} \\
\leq & 2 \exp \left\{-\frac{m \varepsilon}{2 M} \log \left(1+\frac{\varepsilon}{M}\right)\right\} . \tag{4}
\end{align*}
$$

By the elementary inequality $\log (1+t)>\frac{2 t}{2+t}$ for $t>0$, we have

$$
\frac{\varepsilon}{M} \log \left(1+\frac{\varepsilon}{M}\right) \geq \frac{2 \varepsilon^{2}}{2 M^{2}+M \varepsilon}
$$

Plugging this into (4) gives (3).
Lemma 7: Let $\mathcal{H}$ be a Hilbert space and $\xi$ be a random variable with values in $\mathcal{H}$. Assume that $\|\xi\| \leq M$ almost surely. Let $\left\{\xi_{1}, \xi_{2}, \ldots, \xi_{m}\right\}$ be a sample of $m$ independent observations for $\xi$. Then, for any $0<\tilde{\delta}<1$, we have with confidence $1-\tilde{\delta}$,

$$
\left\|\frac{1}{m} \sum_{i=1}^{m} \xi_{i}-\mathbf{E}(\xi)\right\| \leq \frac{1}{2} M\left(\tau+\sqrt{8 \tau+\tau^{2}}\right)
$$

where $\tau=\frac{\log (2 / \tilde{\delta})}{m}$.
Using this lemma we can prove the following estimate.
Lemma 8: For any $0<\delta<1$, with probability at least $1-\delta$, we have

$$
\begin{equation*}
\left\|\frac{1}{m^{2}} \sum_{i=1}^{m} \sum_{j=1}^{m}\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)^{\top}-2 V_{X X}\right\| \leq 10 M^{2} \sqrt{\tau} \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\frac{1}{m^{2}} \sum_{i=1}^{m} \sum_{j=1}^{m}\left(y_{i}-y_{j}\right)\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)-2 V_{X Y}\right\| \leq 12 M^{2} \sqrt{\tau} \tag{6}
\end{equation*}
$$

simultaneously, where $\tau=\frac{\log (8 / \delta)}{m}$.
Proof: Let $\overline{\mathbf{x}}=\frac{1}{m} \sum_{i=1}^{m} \mathbf{x}_{i}$ and $\bar{y}=\frac{1}{m} \sum_{i=1}^{m} y_{i}$ be the corresponding sample means of $X$ and $Y$.

Applying Lemma 7 to $\xi=X$ with $\tilde{\delta}=\frac{\delta}{4}$, we obtain

$$
\begin{equation*}
\left\|\frac{1}{m} \sum_{i=1}^{m} \mathbf{x}_{i}-\mu_{X}\right\| \leq \frac{1}{2} M\left(\tau+\sqrt{8 \tau+\tau^{2}}\right) \tag{7}
\end{equation*}
$$

with probability at least $1-\frac{\delta}{4}$. Applying Lemma 7 to $\xi=Y$ with $\tilde{\delta}=\frac{\delta}{4}$, we obtain

$$
\begin{equation*}
\left|\frac{1}{m} \sum_{i=1}^{m} y_{i}-\mu_{Y}\right| \leq \frac{1}{2} M\left(\tau+\sqrt{8 \tau+\tau^{2}}\right) \tag{8}
\end{equation*}
$$

216 with probability at least $1-\frac{\delta}{4}$. Recall that all $n \times n$ matrices 217 form a Hilbert space under the Frobenius norm. Consider 218 219 220 the matrix valued random variable $\xi=X X^{\top}$ which satisfies $\|\xi\|_{F}=\|X\|^{2} \leq M^{2}$. Applying Lemma 7 with $\tilde{\delta}=\frac{\delta}{4}$, we obtain

$$
\left\|\frac{1}{m} \sum_{i=1}^{m} \mathbf{x}_{i} \mathbf{x}_{i}^{\top}-\mathbf{E}\left(X X^{\top}\right)\right\|_{F} \leq \frac{1}{2} M^{2}\left(\tau+\sqrt{8 \tau+\tau^{2}}\right)
$$

221 with probability at least $1-\frac{\delta}{4}$. Since the operator norm is
bounded by the Frobenius norm, we have

$$
\begin{equation*}
\left\|\frac{1}{m} \sum_{i=1}^{m} \mathbf{x}_{i} \mathbf{x}_{i}^{\top}-\mathbf{E}\left(X X^{\top}\right)\right\| \leq \frac{1}{2} M^{2}\left(\tau+\sqrt{8 \tau+\tau^{2}}\right) \tag{9}
\end{equation*}
$$

223 with probability at least $1-\frac{\delta}{4}$. Applying Lemma 7 to $\xi=X Y$ 224 with $\tilde{\delta}=\frac{\delta}{4}$, we obtain

$$
\begin{equation*}
\left\|\frac{1}{m} \sum_{i=1}^{m} \mathbf{x}_{i} y_{i}-\mathbf{E}(X Y)\right\| \leq \frac{1}{2} M^{2}\left(\tau+\sqrt{8 \tau+\tau^{2}}\right) \tag{10}
\end{equation*}
$$ matrices and their norms are no greater than $2 M^{2}$. Thus,

$$
\left\|\frac{1}{m^{2}} \sum_{i=1}^{m} \sum_{j=1}^{m}\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)^{\top}\right\| \leq 2 M^{2}
$$

This, together with Lemma 3, implies

$$
\left\|\frac{1}{m^{2}} \sum_{i=1}^{m} \sum_{j=1}^{m}\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)^{\top}-2 V_{X X}\right\| \leq 2 M^{2}
$$

So (5) holds almost surely if $\tau>\frac{1}{25}$. When $\tau \leq \frac{1}{25}$, by (7) and (9), we obtain

$$
\begin{aligned}
& \left\|\frac{1}{m^{2}} \sum_{i=1}^{m} \sum_{j=1}^{m}\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)^{\top}-2 V_{X X}\right\| \\
\leq & 2\left\|\frac{1}{m} \sum_{i=1}^{m} \mathbf{x}_{i} \mathbf{x}_{i}^{\top}-\mathbf{E}\left(X X^{\top}\right)\right\|+2\left\|\overline{\mathbf{x}} \overline{\mathbf{x}}^{\top}-\mu_{X} \mu_{X}^{\top}\right\| \\
\leq & M^{2}\left(\tau+\sqrt{8 \tau+\tau^{2}}\right)+4 M\left\|\overline{\mathbf{x}}-\mu_{X}\right\| \\
\leq & 3 M^{2}\left(\tau+\sqrt{8 \tau+\tau^{2}}\right) \\
\leq & 3 M^{2} \sqrt{\tau}\left(\sqrt{\frac{1}{25}}+\sqrt{8+\frac{1}{25}}\right) \\
\leq & 10 M^{2} \sqrt{\tau}
\end{aligned}
$$

This proves (5).
Now we turn to (6). The proof is quite similar. First note that the left hand side is bounded by $8 M^{2}$ almost surely. So the inequality is always true when $\tau>1$. When $\tau \leq 1$, we need the fact that

$$
\frac{1}{m^{2}} \sum_{i=1}^{m} \sum_{j=1}^{m}\left(y_{i}-y_{j}\right)\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)=\frac{2}{m} \sum_{i=1}^{m} y_{i} \mathbf{x}_{i}-2 \overline{\mathbf{x}} \bar{y}
$$

By (7), (8) and (10), we obtain

$$
\begin{aligned}
& \left\|\frac{1}{m^{2}} \sum_{i=1}^{m} \sum_{j=1}^{m}\left(y_{i}-y_{j}\right)\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)-2 V_{X Y}\right\| \\
\leq & 2\left\|\frac{1}{m} \sum_{i=1}^{m} y_{i} \mathbf{x}_{i}-\mathbf{E}(X Y)\right\| \\
& +2 M\left(\left\|\overline{\mathbf{x}}-\mu_{X}\right\|+\left|\bar{y}-\mu_{Y}\right|\right) \\
\leq & 3 M^{2}\left(\tau+\sqrt{8 \tau+\tau^{2}}\right) \\
\leq & 12 M^{2} \sqrt{\tau}
\end{aligned}
$$

We finish the proof.
According to Lemma 8, we will adopt the notations

$$
\hat{V}_{X X}=\frac{1}{2 m^{2}} \sum_{i=1}^{m} \sum_{j=1}^{m}\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)^{\top}
$$

and

$$
\hat{V}_{X Y}=\frac{1}{2 m^{2}} \sum_{i=1}^{m} \sum_{j=1}^{m}\left(y_{i}-y_{j}\right)\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)
$$

because they provide sample estimates of the covariance matrix
$V_{X X}$ and the covariance vector $V_{X Y}$, respectively.

## III. UNIFORM BOUND FOR THE SOLUTION PATH

In this section, we prove Theorem 1 which states that $\hat{\mathbf{w}}_{t}$ are uniformly bounded with large probability.

To simplify our presentation, we adopt the notation

$$
\zeta_{t}(i, j)=\left(y_{i}-\hat{\mathbf{w}}_{t}^{\top} \mathbf{x}_{i}\right)-\left(y_{j}-\hat{\mathbf{w}}_{t}^{\top} \mathbf{x}_{j}\right)
$$

for each $t \in \mathbb{N}$ in the sequel. The following proposition gives
conditions for the solution $\hat{\mathbf{w}}_{t}$ to be uniformly bounded.
Proposition 9: Let $0<\eta_{t} \leq \frac{1}{2 c_{0} \lambda_{\max }}$ for all $t \geq 1$ and $h$ is chosen such that

$$
\begin{equation*}
h \geq\left(\frac{2^{5 p+4} c_{p} M^{6 p+2}}{c_{0} \lambda_{\min }^{2 p+1}}\right)^{1 / 2 p} \tag{11}
\end{equation*}
$$

If the sample $\left\{\left(\mathbf{x}_{i}, y_{i}\right)\right\}_{i=1}^{m}$ satisfies

$$
\begin{equation*}
\left\|\hat{V}_{X X}-V_{X X}\right\| \leq \frac{1}{6} \lambda_{\min } \tag{12}
\end{equation*}
$$

then

Proof: By the definition of $\hat{V}_{X X}$ and $\hat{V}_{X Y}$ and the fact $\Psi_{+}^{\prime}(0)=-c_{0}$, we can write

$$
\begin{aligned}
& \nabla R\left(\hat{\mathbf{w}}_{t-1}\right) \\
= & \frac{1}{m^{2}} \sum_{i=1}^{m} \sum_{j=1}^{m} \Psi^{\prime}\left(\frac{\zeta_{t-1}^{2}(i, j)}{2 h^{2}}\right) \zeta_{t-1}(i, j)\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right) \\
= & \frac{1}{m^{2}} \sum_{i=1}^{m} \sum_{j=1}^{m}\left[\Psi^{\prime}\left(\frac{\zeta_{t-1}^{2}(i, j)}{2 h^{2}}\right)-\Psi_{+}^{\prime}(0)\right] \zeta_{t-1}(i, j)\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right) \\
& -2 c_{0} \hat{V}_{X Y}+2 c_{0}\left(\hat{V}_{X X}-V_{X X}\right) \hat{\mathbf{w}}_{t-1}+2 c_{0} V_{X X} \hat{\mathbf{w}}_{t-1} \\
:= & Q_{1}+Q_{2}+Q_{3}+2 c_{0} V_{X X} \hat{\mathbf{w}}_{t-1} .
\end{aligned}
$$

We prove the conclusion by induction. First it is obvious
$\left\|\hat{\mathbf{w}}_{0}\right\|=0 \leq \frac{3 M^{2}}{\lambda_{\text {min }}}$. Assume $\left\|\hat{\mathbf{w}}_{t-1}\right\| \leq \frac{3 M^{2}}{\lambda_{\text {m in }}}$. We need to prove $\left\|\hat{\mathbf{w}}_{t}\right\| \leq \frac{3 M^{2}}{\lambda_{\text {min }}}$.

By the definition of $\hat{\mathbf{w}}_{t}$, we have

$$
\begin{aligned}
\hat{\mathbf{w}}_{t} & =\hat{\mathbf{w}}_{t-1}-\eta_{t} \nabla R\left(\hat{\mathbf{w}}_{t-1}\right) \\
& =\left(I-2 \eta_{t} c_{0} V_{X X}\right) \hat{\mathbf{w}}_{t-1}-\eta_{t}\left(Q_{1}+Q_{2}+Q_{3}\right)
\end{aligned}
$$

Since $\eta_{t} \leq \frac{1}{2 c_{0} \lambda_{\max }}$, the matrix $I-2 \eta_{t} c_{0} V_{X X}$ is positive semidefinite. We have

$$
\left\|\left(I-2 \eta_{t} c_{0} V_{X X}\right) \hat{\mathbf{w}}_{t-1}\right\| \leq\left(1-2 \eta_{t} c_{0} \lambda_{\min }\right) \frac{3 M^{2}}{\lambda_{\min }}
$$

Since $X$ and $Y$ are bounded by $M$ almost surely and $\left\|\hat{\mathbf{w}}_{t-1}\right\| \leq \frac{3 M^{2}}{\lambda_{\text {m in }}}$, we have

$$
\begin{aligned}
\left\|\zeta_{t-1}(i, j)\right\| & \leq 2 M\left(1+\left\|\hat{\mathbf{w}}_{t-1}\right\|\right) \\
& \leq 2 M\left(1+\frac{3 M^{2}}{\lambda_{\min }}\right) \leq \frac{8 M^{3}}{\lambda_{\min }}
\end{aligned}
$$

where we have used the fact $\lambda_{\min } \leq \lambda_{\max } \leq M^{2}$. This together with the Lipschitz assumption on $\Psi^{\prime}$ gives

$$
\begin{aligned}
\left\|Q_{1}\right\| & \leq \frac{1}{m^{2}} \sum_{i=1}^{m} \sum_{j=1}^{m} c_{p}\left(\frac{\left|\zeta_{t-1}(i, j)\right|^{2}}{2 h^{2}}\right)^{p}\left|\zeta_{t-1}(i, j)\right| \\
& \leq 2^{5 p+4} c_{p} M^{6 p+4} \lambda_{\min }^{-2 p-1} h^{-2 p}
\end{aligned}
$$

Under the condition (11), we have $\left\|Q_{1}\right\| \leq c_{0} M^{2}$. It is easy to verify $\left\|Q_{2}\right\| \leq 4 c_{0} M^{2}$. As for $Q_{3}$, under the condition (12), we have $\left\|Q_{3}\right\| \leq c_{0} M^{2}$. Therefore, we have

$$
\left\|\hat{\mathbf{w}}_{t}\right\| \leq\left(1-2 \eta_{t} c_{0} \lambda_{\min }\right) \frac{3 M^{2}}{\lambda_{\min }}+6 \eta_{t} c_{0} M^{2} \leq \frac{3 M^{2}}{\lambda_{\min }}
$$

This finishes the proof.
Now Theorem 1 can be proved by combining Proposition 9 and Lemma 8.

Proof of Theorem 1: By Lemma 8,

$$
\left\|\hat{V}_{X X}-V_{X X}\right\| \leq 5 M^{2} \sqrt{\frac{\log (8 / \delta)}{m}}
$$

## IV. One Step Error Analysis

In this section we show that the estimation error decreases after each iteration step, which plays an essential role for the proof of Theorem 2.

Proposition 10: Let $0<\eta_{t} \leq \frac{\lambda_{\min }}{12 c_{0} \lambda_{\text {max }}^{2}}$ for all $t \geq 1$ and $h \geq$ $\left(\frac{2^{5 p+4} c_{p} M^{6 p+4}}{c_{0} \lambda_{\text {m in }}^{2 p+1}}\right)^{1 / 2 p}$. If the sample $\left\{\left(\mathbf{x}_{i}, y_{i}\right)\right\}_{i=1}^{m}$ satisfies

$$
\begin{equation*}
\left\|\hat{V}_{X X}-V_{X X}\right\| \leq 5 M^{2} \sqrt{\frac{\log (8 / \delta)}{m}} \leq \frac{1}{6} \lambda_{\min } \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\hat{V}_{X Y}-V_{X Y}\right\| \leq 6 M^{2} \sqrt{\frac{\log (8 / \delta)}{m}} \tag{14}
\end{equation*}
$$

then

$$
\begin{aligned}
\left\|\hat{\mathbf{w}}_{t}-\mathbf{w}_{*}\right\|^{2} \leq & \left(1-\eta_{t} c_{0} \lambda_{\min }\right)\left\|\hat{\mathbf{w}}_{t-1}-\mathbf{w}_{*}\right\|^{2} \\
& +\eta_{t} C\left(h^{-4 p}+\frac{\log (8 / \delta)}{m}\right)
\end{aligned}
$$

for some constant $C$ independent of $m, \delta$, or $h$.
Proof: By the definition of $\hat{\mathbf{w}}_{t}$, we have

$$
\begin{align*}
\left\|\hat{\mathbf{w}}_{t}-\mathbf{w}_{*}\right\|^{2}= & \left\|\hat{\mathbf{w}}_{t-1}-\mathbf{w}_{*}\right\|^{2} \\
& -2 \eta_{t}\left(\hat{\mathbf{w}}_{t-1}-\mathbf{w}_{*}\right)^{\top} \nabla R\left(\hat{\mathbf{w}}_{t-1}\right) \\
& +\eta_{t}^{2}\left\|\nabla R\left(\hat{\mathbf{w}}_{t-1}\right)\right\|^{2} \tag{15}
\end{align*}
$$

The key to prove Proposition 10 is to estimate $\nabla R\left(\hat{\mathbf{w}}_{t-1}\right)$ appropriately. For this purpose we write

$$
\begin{aligned}
& \nabla R\left(\hat{\mathbf{w}}_{t-1}\right) \\
= & \frac{1}{m^{2}} \sum_{i=1}^{m} \sum_{j=1}^{m} \Psi^{\prime}\left(\frac{\zeta_{t-1}^{2}(i, j)}{2 h^{2}}\right) \zeta_{t-1}(i, j)\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right) \\
= & \frac{1}{m^{2}} \sum_{i=1}^{m} \sum_{j=1}^{m}\left[\Psi^{\prime}\left(\frac{\zeta_{t-1}^{2}(i, j)}{2 h^{2}}\right)-\Psi_{+}^{\prime}(0)\right] \zeta_{t-1}(i, j)\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right) \\
& -\frac{c_{0}}{m^{2}} \sum_{i=1}^{m} \sum_{j=1}^{m} \zeta_{t-1}(i, j)\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right) \\
= & \frac{1}{m^{2}} \sum_{i=1}^{m} \sum_{j=1}^{m}\left[\Psi^{\prime}\left(\frac{\zeta_{t-1}^{2}(i, j)}{2 h^{2}}\right)-\Psi_{+}^{\prime}(0)\right] \zeta_{t-1}(i, j)\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right) \\
& -2 c_{0}\left\{\left(\hat{V}_{X Y}-V_{X Y}\right)-\left(\hat{V}_{X X}-V_{X X}\right) \hat{\mathbf{w}}_{t-1}\right\} \\
& +2 c_{0} V_{X X}\left(\hat{\mathbf{w}}_{t-1}-\mathbf{w}_{*}\right) \\
:= & D_{1}+D_{2}+D_{3},
\end{aligned}
$$

where we have used the fact $V_{X Y}=V_{X X} \mathbf{w}_{*}$ obtained in Lemma 4.

Note that all the conditions for Proposition 9 hold. So we have the bound $\left\|\hat{\mathbf{w}}_{t}\right\| \leq \frac{3 M^{2}}{\lambda_{\text {m } \mathrm{in}}}$ for all $t$. For $D_{1}$, by the Lipschitz condition of $\Psi^{\prime}$ and the bound for $\hat{\mathbf{w}}_{t-1}$, as we have shown in the proof of Proposition 9, we have

$$
\begin{equation*}
\left\|D_{1}\right\| \leq 2^{5 p+4} c_{p} M^{6 p+4} \lambda_{\min }^{-2 p-1} h^{-2 p} \tag{16}
\end{equation*}
$$

For $D_{2}$, by (13), (14) and the bound for $\hat{\mathbf{w}}_{t-1}$, we have

$$
\begin{align*}
\left\|D_{2}\right\| & \leq 2 c_{0}\left(\left\|\hat{V}_{X Y}-V_{X Y}\right\|+\left\|\hat{V}_{X X}-V_{X X}\right\|\left\|\hat{\mathbf{w}}_{t-1}\right\|\right) \\
& \leq 2 c_{0}\left(6 M^{2}+\frac{15 M^{4}}{\lambda_{\min }}\right) \sqrt{\frac{\log (8 / \delta)}{m}} \\
& \leq 42 c_{0} M^{4} \lambda_{\min }^{-1} \sqrt{\frac{\log (8 / \delta)}{m}} \tag{17}
\end{align*}
$$

299 For notational simplicity let

$$
\tilde{C}=\max \left\{2^{5 p+4} c_{p} M^{6 p+4} \lambda_{\min }^{-2 p-1}, 42 c_{0} M^{4} \lambda_{\min }^{-1}\right\}
$$

By (16) and the elementary inequality $a b \leq \frac{a^{2}}{2}+\frac{b^{2}}{2}$, we have

$$
\begin{aligned}
& \left|\left(\hat{\mathbf{w}}_{t-1}-\mathbf{w}_{*}\right)^{\top} D_{1}\right| \\
\leq & \frac{c_{0} \lambda_{\min }}{2}\left\|\hat{\mathbf{w}}_{t-1}-\mathbf{w}_{*}\right\|^{2}+\frac{1}{2 c_{0} \lambda_{\min }}\left\|D_{1}\right\|^{2} . \\
\leq & \frac{c_{0} \lambda_{\min }}{2}\left\|\hat{\mathbf{w}}_{t-1}-\mathbf{w}_{*}\right\|^{2}+\frac{\tilde{C}^{2}}{2 c_{0} \lambda_{\min }} h^{-4 p} .
\end{aligned}
$$

Similarly, by (17), we have

$$
\begin{aligned}
& \left|\left(\hat{\mathbf{w}}_{t-1}-\mathbf{w}_{*}\right)^{\top} D_{2}\right| \\
\leq & \frac{c_{0} \lambda_{\min }}{2}\left\|\hat{\mathbf{w}}_{t-1}-\mathbf{w}_{*}\right\|^{2}+\frac{1}{2 c_{0} \lambda_{\min }}\left\|D_{2}\right\|^{2} \\
\leq & \frac{c_{0} \lambda_{\min }}{2}\left\|\hat{\mathbf{w}}_{t-1}-\mathbf{w}_{*}\right\|^{2}+\frac{\tilde{C}^{2}}{2 c_{0} \lambda_{\min }} \frac{\log (8 / \delta)}{m} .
\end{aligned}
$$

These together with the fact that

$$
\begin{aligned}
\left(\hat{\mathbf{w}}_{t-1}-\mathbf{w}_{*}\right)^{\top} D_{3} & =2 c_{0}\left(\hat{\mathbf{w}}_{t-1}-\mathbf{w}_{*}\right)^{\top} V_{X X}\left(\hat{\mathbf{w}}_{t-1}-\mathbf{w}_{*}\right) \\
& \geq 2 c_{0} \lambda_{\min }\left\|\hat{\mathbf{w}}_{t-1}-\mathbf{w}_{*}\right\|^{2}
\end{aligned}
$$

303 enable us to obtain

$$
\begin{align*}
& -2 \eta_{t}\left(\hat{\mathbf{w}}_{t-1}-\mathbf{w}_{*}\right)^{\top} \nabla R\left(\hat{\mathbf{w}}_{t-1}\right) \\
\leq & -2 \eta_{t} c_{0} \lambda_{\min }\left\|\hat{\mathbf{w}}_{t-1}-\mathbf{w}_{*}\right\|^{2} \\
& +\frac{\eta_{t} \tilde{C}^{2}}{c_{0} \lambda_{\min }}\left(h^{-4 p}+\frac{\log (8 / \delta)}{m}\right) . \tag{18}
\end{align*}
$$
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We turn to estimate the last term on the right hand side of (15). We need the trivial bound

$$
\begin{equation*}
\left\|D_{3}\right\| \leq 2 c_{0} \lambda_{\max }\left\|\hat{\mathbf{w}}_{t-1}-\mathbf{w}_{*}\right\| \tag{19}
\end{equation*}
$$

Combining the estimates in (16), (17), and (19), we have

$$
\begin{align*}
& \eta_{t}^{2}\left\|\nabla R\left(\hat{\mathbf{w}}_{t-1}\right)\right\|^{2} \\
\leq & 3 \eta_{t}^{2}\left(\left\|D_{1}\right\|^{2}+\left\|D_{2}\right\|^{2}+\left\|D_{3}\right\|^{2}\right) \\
\leq & 12 \eta_{t}^{2} c_{0}^{2} \lambda_{\max }^{2}\left\|\hat{\mathbf{w}}_{t-1}-\mathbf{w}_{*}\right\|^{2} \\
& +3 \eta_{t}^{2} \tilde{C}^{2}\left(h^{-4 p}+\frac{\log (8 / \delta)}{m}\right) \\
\leq & \eta_{t} c_{0} \lambda_{\min }\left\|\hat{\mathbf{w}}_{t-1}-\mathbf{w}_{*}\right\|^{2} \\
& +\frac{1}{4 c_{0} \lambda_{\min }} \eta_{t} \tilde{C}^{2}\left(h^{-4 p}+\frac{\log (8 / \delta)}{m}\right) \tag{20}
\end{align*}
$$

where we used the assumption $\eta_{t} \leq \frac{\lambda_{\min }}{12 c_{0} \lambda_{\max }^{2}} \leq \frac{1}{12 c_{0} \lambda_{\min }}$. $\quad 307$
Let $C=\frac{5 \tilde{C}^{2}}{4 c_{0} \lambda_{\text {min }}}$. Plugging the estimates in (18) and (20) into 308 (15), we obtain the desired conclusion. ■ 309

## V. Error Bounds and Convergence Rates

To prove Theorem 2, we need two lemmas from [22].
Lemma 11: For $v \in(0,1]$ and $\theta \in[0,1]$,

$$
\sum_{t=1}^{T} \frac{1}{t^{\theta}} \prod_{j=t+1}^{T}\left(1-\frac{v}{j^{\theta}}\right) \leq \frac{3}{v}
$$

Lemma 12: For any $0 \leq \ell<T$ and $0<\theta<1$, there holds

$$
\sum_{t=\ell+1}^{T} t^{-\theta} \geq \frac{1}{1-\theta}\left[(T+1)^{1-\theta}-(\ell+1)^{1-\theta}\right]
$$

Proof of Theorem 2: For a sample satisfying the conditions (13) and (14), Proposition 10 states that

$$
\begin{aligned}
\left\|\hat{\mathbf{w}}_{t}-\mathbf{w}_{*}\right\|^{2} \leq & \left(1-\eta_{t} c_{0} \lambda_{\min }\right)\left\|\hat{\mathbf{w}}_{t-1}-\mathbf{w}_{*}\right\|^{2} \\
& +\eta_{t} C\left(h^{-4 p}+\frac{\log (8 / \delta)}{m}\right)
\end{aligned}
$$

for all $t$. Applying this estimate iteratively we obtain

$$
\begin{aligned}
& \left\|\hat{\mathbf{w}}_{T}-\mathbf{w}_{*}\right\|^{2} \leq\left\|\mathbf{w}_{*}\right\|^{2} \prod_{t=1}^{T}\left(1-\eta_{t} c_{0} \lambda_{\min }\right) \\
& \quad+C\left(h^{-4 p}+\frac{\log (8 / \delta)}{m}\right) \sum_{t=1}^{T} \prod_{j=t+1}^{T}\left(1-\eta_{j} c_{0} \lambda_{\min }\right) \eta_{t}
\end{aligned}
$$

Since $\eta_{t}=\eta t^{-\theta}$, by the elementary inequality $1-u \leq 317$ $\exp (-u)$ and Lemma 12 with $\ell=0$, we have

$$
\begin{aligned}
\prod_{t=1}^{T}\left(1-\eta_{t} c_{0} \lambda_{\min }\right) & \leq \exp \left(-c_{0} \lambda_{\min } \sum_{t=1}^{T} \eta_{t}\right) \\
& \leq \exp \left(\frac{\eta c_{0} \lambda_{\min }\left(1-(T+1)^{1-\theta}\right)}{1-\theta}\right) \\
& \leq \exp \left(\frac{\eta c_{0} \lambda_{\min }\left(1-T^{1-\theta}\right)}{1-\theta}\right)
\end{aligned}
$$

Lemma 11 with $v=\eta c_{0} \lambda_{\text {min }}$ yields

$$
\begin{aligned}
& \sum_{t=1}^{T} \prod_{j=t+1}^{T}\left(1-\eta_{j} c_{0} \lambda_{\min }\right) \eta_{t} \\
= & \eta \sum_{t=1}^{T} \frac{1}{t^{\theta}} \prod_{j=t+1}^{T}\left(1-\frac{\eta c_{0} \lambda_{\min }}{j^{\theta}}\right) \leq \frac{3}{c_{0} \lambda_{\min }}
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
&\left\|\hat{\mathbf{w}}_{T}-\mathbf{w}_{*}\right\|^{2} \leq\left\|\mathbf{w}_{*}\right\|^{2} \exp \left(\frac{\eta c_{0} \lambda_{\min }\left(1-T^{1-\theta}\right)}{1-\theta}\right) \\
&+\frac{3 C}{c_{0} \lambda_{\min }}\left(h^{-4 p}+\frac{\log (8 / \delta)}{m}\right) \\
& \leq C^{\prime}\left\{\exp \left(-\frac{\eta c_{0} \lambda_{\min } T^{1-\theta}}{1-\theta}\right)+h^{-4 p}+\frac{\log (8 / \delta)}{m}\right\}
\end{aligned}
$$

where $C^{\prime}=\left\|\mathbf{w}_{*}\right\|^{2} \exp \left(\frac{\eta c_{0} \lambda_{\text {min }}}{1-\theta}\right)+\frac{3 C}{c_{0} \lambda_{\text {min }}}$. The proof of Theorem 2 is completed after noticing that the conditions (13) and (14) hold with probability at least $1-\delta$, as are guaranteed by Lemma 8.

## VI. Simulations

In this section we study the empirical performance of the gradient descent method for MEE by simulations and compare it with our theoretical analysis. On one hand we expect the theoretical analysis provides some guidance to the empirical implementation. On the other hand, since the theoretical analysis is based on upper bounds which might be far from tight, it is important to understand the gap between the theory and empirical applications.

In the simulation, let $\mathbf{x} \in \mathbb{R}^{10}$ and the model be defined by $Y=\mathbf{w}_{*}^{\top} \mathbf{x}+\epsilon$ with $\mathbf{w}_{*}=[1-11-11-11-11-1]^{\top}$ and $\mathbf{x} \sim N\left(0, I_{10}\right)$. We consider two types of noise. The first type is the Gaussian noise $\epsilon \sim N\left(0, c \mathbf{w}_{*}^{\top} \mathbf{x}\right)$ for each given $\mathbf{x}$. The second type is the generalized Gaussian noise with a probability density function $f(\epsilon) \propto \exp \left(-|c \epsilon|^{0.3}\right)$. It is a typical heavy tailed distribution and has been employed in [2] to explore the effectiveness of a minimum total error entropy algorithm. For both noise models we select the constant $c$ so that the signal to noise ratio equal to one. As indicated by Theorem 2, a small constant step size can be used to guarantee convergence and the scaling parameter should be large enough. In our simulations we have chosen $\eta_{t}=\sqrt{0.005 \pi}$ (so that it satisfies the condition in Theorem 2) and $h=10$. We let the sample size $m$ vary from 50 to 500 . The simulation results based on 100 repeated experiments were reported in Figs. 1 and 2 for the two noise models, respectively.

In Figs. 1(a) and 2(a) we report the change of the mean squared error as the number of iterations increases. In Figs. 1(b) and 2(b) we compare the mean squared error with iteration to convergence and the mean squared error with optimal iteration (i.e., the number of iterations that leads to minimal mean squared error). In Figs. 1(c) and 2(c) we compare the number of iterations to convergence and the optimal number of


Fig. 1. Simulation results for Gaussian noise.
iterations. Similar results are seen regardless of the noise types. 358 All these results indicate that the optimal solution can be achieved by early stopping the gradient descent iteration while further increasing the number of iterations may hurt the learning performance. The performance degradation is notable in a small sample setting while negligible in a large sample setting. Therefore, early stopping is not only sufficient but also necessary when the sample size is small. An interesting observation is that the number of iterations to convergence and the optimal number of iterations tend to coincide when the sample size is large. A plausible explanation is that when the sample size is large, the empirical risk approximates the expected risk well and thus $\hat{\mathbf{w}}$ approximates $\mathbf{w}_{*}$ well. So the optimal solution does require $\hat{\mathbf{w}}_{t}$ to converge to $\hat{\mathbf{w}}$. We observed that the number of iterations to convergence decreases as the sample size increases. Although it

does not contradict our analysis, it does seem surprising. We do not have an explanation at the moment and would leave it for future study.

Recall that the upper bound in Theorem 2 implies the sufficiency of early stopping for an optimal solution in a large sample size setting. Moreover, although it is hard to verify the optimal number of iterations is of order $O(\log m)$, it does increase very slowly according Figs. 1(c) and 2(c).

Theorem 2 also provides useful insight on the choice of the step size. The upper bound of $\eta$ can be estimated from the sample. Choosing $\eta$ around half of the upper bound usually works well in practice. However, there is a gap between the theoretical analysis and empirical applications regarding the
choice of the scaling parameter $h$. The theoretical lower bound on $h$ is too restrictive. In practice it is found that a moderately large $h$ is good and a very large $h$ is not necessary.

## VII. Discussions

To derive our results, we have assumed that the covariance matrix $V_{X X}$ of the input variable $X$ is non-degenerate. This condition, however, may not be true in many situations. A very typical model is the classical linear regression model where an intercept is included:

$$
\begin{equation*}
Y=\beta_{0}+\beta_{1}^{\top} Z+\epsilon \tag{21}
\end{equation*}
$$

with $\beta_{0} \in \mathbb{R}, \beta_{1} \in \mathbb{R}^{n}$, and $Z$ a vector valued random variable containing $n$ explanatory variables. In this case, $\mathbf{w}_{*}=\left[\beta_{0} \beta_{1}^{\top}\right]^{\top}$ and $X=\left[1 Z^{\top}\right]^{\top}$. Note that

$$
V_{X X}=\left(\begin{array}{cc}
0 & 0 \\
0 & V_{Z Z}
\end{array}\right)
$$

So it is always degenerate.
When $V_{X X}$ is degenerate, we cannot prove the convergence of $\hat{\mathbf{w}}_{t}$ to $\mathbf{w}_{*}$. Instead, we need to consider their projections onto the principal component space. Let $U$ denote the subspace of $\mathbb{R}^{n}$ spanned by the principal components associated to the positive eigenvalues and $P_{U}$ the projection onto $U$. Let $\lambda_{\text {min }}$ denote the smallest positive eigenvalue. We can prove

$$
\begin{aligned}
\lambda_{\min }\left\|P_{U}\left(\mathbf{w}-\mathbf{w}_{*}\right)\right\|^{2} & \leq\left(\mathbf{w}-\mathbf{w}_{*}\right)^{\top} V_{X X}\left(\mathbf{w}-\mathbf{w}_{*}\right) \\
& \leq \lambda_{\max }\left\|P_{U}\left(\mathbf{w}-\mathbf{w}_{*}\right)\right\|^{2}
\end{aligned}
$$

By this relationship and the techniques developed in this paper and [23], we can prove the convergence of $P_{U}\left(\hat{\mathbf{w}}_{t}\right)$ to $P_{U}\left(\mathbf{w}_{*}\right)$. This guarantees the variance of $\hat{\mathbf{w}}_{t}^{\top} X$ converges to the variance $\mathbf{w}_{*}^{\top} X$ and thus $\hat{\mathbf{w}}_{t}^{\top} X$ plus an appropriate intercept provides good predictive performance. In the model (21), if $V_{Z Z}$ is positive definite, we see $\hat{\mathbf{w}}_{t}$ estimates the slope coefficients $\beta_{1}$.

As for the implementation of the algorithm, we remark that if $V_{X X}$ is non-degenerate, the initial point is not necessarily chosen as $\hat{\mathbf{w}}_{0}=0$. The convergence holds true for any starting point. If $V_{X X}$ is degenerate, the convergence of $\hat{\mathbf{w}}_{t}$ to $\mathbf{w}_{*}$ can be proved if the starting value is in the principal components space $U$. Actually, since $\mathbf{x}_{i}-\mathbf{x}_{j}$ is in $U$, all $\hat{\mathbf{w}}_{t}$ are in $U$. Thus, $P_{U}\left(\hat{\mathbf{w}}_{t}\right)=\hat{\mathbf{w}}_{t}$ and the convergence of $\hat{\mathbf{w}}_{t}$ to $P_{U}\left(\mathbf{w}_{*}\right)$ is exactly the convergence of $P_{U}\left(\hat{\mathbf{w}}_{t}\right)$ to $P_{U}\left(\mathbf{w}_{*}\right)$.However, if the starting point has a nonzero components normal to $U$, it will never diminish during the iteration process.

We have focused on linear regression models in this paper. Note that the MEE principle can be extended to nonlinear regression by the kernel trick [14], [17]. Regularization theory plays an important role to overcome the overfitting problem in this case. It would be interesting to study the use of gradient descent for the kernel MEE method in the future.
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# Convergence of Gradient Descent for Minimum Error Entropy Principle in Linear Regression 

Ting Hu, Qiang Wu, and Ding-Xuan Zhou


#### Abstract

We study the convergence of minimum error entropy (MEE) algorithms when they are implemented by a gradient descent. This method has been used in practical applications for more than one decade, but there has been no consistency or rigorous error analysis. This paper gives the first rigorous proof for the convergence of the gradient descent method for MEE in a linear regression setting. The mean square error is proved to decay exponentially fast in terms of the iteration steps and of order $O\left(\frac{1}{m}\right)$ in terms of the sample size $m$. The mean square convergence is guaranteed when the step size is chosen appropriately and the scaling parameter is large enough.


Index Terms-Minimum error entropy, error information, gradient descent method, error analysis, global convergence.

## I. Introduction

REGRESSION analysis plays important roles in many fields of science and engineering. The traditional least square method is the mostly used algorithm for regression in practice. However, it is suboptimal when the system noise is not normally distributed. Variant approaches have been proposed to deal with data with outliers or heavy-tailed distributions. Minimum error entropy (MEE) criterion is one of them. It is motivated by the idea of minimizing the information as measured by entropy in the prediction error. The estimated model is expected to preserve information as much as possible and thus improves the predictive performance. Unlike the traditional least square method which relies only on the variance of the prediction error, the error entropy takes all higher order moments into account and is thus advantageous when MEE is used to handle non-Guassian and heavy tailed error distributions [1], [2]. As non-Gaussian noise is ubiquitous in real world applications, the superiority of MEE has been evidenced in a variety of applications, which include adaptive filtering, clustering, classification, feature selection, and blind source separation [3]-[8].

[^1]Let $X$ be a multivariate random variable with values in a compact subset of $\mathbb{R}^{n}$ and $Y$ a real valued response variable. The purpose of regression analysis is to study the quantitative relationship between $X$ and $Y$. This usually leads to estimating the regression function $f_{*}(\mathbf{x})=\mathbf{E}(Y \mid X=\mathbf{x})$ from a sample of $m$ observations $\mathbf{z}=\left\{\left(\mathbf{x}_{i}, y_{i}\right)\right\}_{i=1}^{m}$ drawn independently and identically. As most statistical and machine learning algorithms for regression analysis have focused on the use of convex losses such as the squared loss in the least square method and the insensitive loss in support vector regression, approximation powers of learning algorithms with convex losses have been well studied in the literature; see e.g. [9]-[11] and the references therein. The MEE algorithms, however, use the error entropy as the loss function which is not convex. It brings essential difficulties to the analysis. Although the MEE algorithms have been verified effective in many empirical studies, the study on its computational and mathematical properties is lagged a little bit behind.

The MEE approach was introduced in [1]. It aims to minimize the information contained in the error and maximize the information captured by the estimated model. Given an estimator $f$ of the regression function, define the error variable as $E=Y-f(X)$. One can measure the error information by Renyi's entropy or Shannon's entropy. In this paper we consider the second order Renyi's entropy

$$
H(E)=-\log \mathbf{E}\left(p_{E}\right)=-\log \int p_{E}^{2}(e) d e
$$

where $p_{E}$ denotes the probability density function of $E$. For the given sample $\mathbf{z}$, define $e_{i}=y_{i}-f\left(\mathbf{x}_{i}\right)$. Then $p_{E}$ can be estimated by Parzen windowing [12] which, given a kernel function $K: \mathbb{R} \rightarrow[0, \infty)$ and a scaling parameter $h>0$, defines a kernel density estimator by

$$
\hat{p}_{E}(e)=\frac{1}{m} \sum_{i=1}^{m} K_{h}\left(e-e_{i}\right)=\frac{1}{m h} \sum_{i=1}^{m} K\left(\frac{e-e_{i}}{h}\right) .
$$

A usual choice is the Gaussian kernel density estimator where $K(u)=\frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{u^{2}}{2}\right)$ and $K_{h}(u)=\frac{1}{\sqrt{2 \pi} h} \exp \left(-\frac{u^{2}}{2 h^{2}}\right)$. The empirical error information is

$$
\hat{H}(f)=-\log \left\{\frac{1}{m^{2} h} \sum_{i=1}^{m} \sum_{j=1}^{m} K\left(\frac{e_{i}-e_{j}}{h}\right)\right\}
$$

The MEE algorithm searches for an estimator that minimizes $\hat{H}$ over a hypothesis space.

The structure of the empirical entropy $\hat{H}$ exhibits that the scaling parameter $h$ plays an important role in the MEE algorithm design. The value of $h$ is adjusted for different learning tasks in MEE algorithms and the corresponding learning
effects are presented in a series of numerical simulations; see e.g. [6], [7]. Mathematically, the predictive performance of MEE algorithms was analyzed in [13]-[16]. The convergence of MEE algorithms can be guaranteed only for homoscedastic model if the scaling parameter $h$ is chosen small. The scaling parameter $h$ should be chosen large enough to guarantee the algorithms to be asymptotically consistent for more general models. This coincides with the empirical studies in the literature.

From a computational perspective, the loss function is close to the squared loss by weighing less on the high order statistics of the error when $h$ is large. Thus, using a relatively large scaling parameter reduces the risk that MEE algorithms suffer from being stuck in local minima. MEE algorithms are usually implemented by gradient descent or stochastic gradient descent [1], [17]-[19]. However, because the optimization problem arising from MEE is non-convex, the convergence of the gradient descent method is not unconditionally guaranteed. A mean squared convergence result is proved in [20] which, however, only guarantees the solution of the stochastic gradient descent method converges to a local minima but not necessarily the global minima. In this paper, our purpose is to derive conditions and stopping criteria for the gradient descent method to achieve global convergence.

We focus on linear regression models in this paper. Assume

$$
y=\mathbf{w}_{*}^{\top} \mathbf{x}+\epsilon, \quad \mathbf{E}[\epsilon \mid \mathbf{x}]=0
$$

for some $\mathbf{w}_{*} \in \mathbb{R}^{n}$, where $\epsilon$ is a mean zero noise random variable. The regression function takes the form $f_{*}(\mathbf{x})=\mathbf{w}_{*}^{\top} \mathbf{x}$ and the target of regression analysis is to estimate $\mathbf{w}_{*}$ from the sample. For an estimator $\hat{\mathbf{w}}$, the goodness could be measured by the squared error $\left\|\hat{\mathbf{w}}-\mathbf{w}_{*}\right\|^{2}$.

The MEE estimator $\hat{\mathbf{w}}$ is defined as

$$
\hat{\mathbf{w}}=\arg \min _{\mathbf{w} \in \mathbb{R}^{n}} \hat{H}(\mathbf{w})
$$

where, given $e_{i}=y_{i}-\mathbf{w}^{\top} \mathbf{x}_{i}$,

$$
\hat{H}(\mathbf{w})=-\log \left\{\frac{1}{m^{2} h} \sum_{i=1}^{m} \sum_{j=1}^{m} K\left(\frac{e_{i}-e_{j}}{h}\right)\right\}
$$

As the logarithmic function is monotone and does not affect the minimization process, we remove it and consider the transformed empirical error information

$$
R(\mathbf{w})=-\frac{h^{2}}{m^{2}} \sum_{i=1}^{m} \sum_{j=1}^{m} K\left(\frac{\left(y_{i}-\mathbf{w}^{\top} \mathbf{x}_{i}\right)-\left(y_{j}-\mathbf{w}^{\top} \mathbf{x}_{j}\right)}{h}\right)
$$

It is obvious the MEE estimator can also be obtained by

$$
\begin{equation*}
\hat{\mathbf{w}}=\arg \min _{\mathbf{w} \in \mathbb{R}^{n}} R(\mathbf{w}) \tag{1}
\end{equation*}
$$

When $K$ is differentiable, the gradient descent algorithm for MEE starts with $\hat{\mathbf{w}}_{0}=0$ and updates the estimator by

$$
\hat{\mathbf{w}}_{t}=\hat{\mathbf{w}}_{t-1}-\eta_{t} \nabla R\left(\hat{\mathbf{w}}_{t-1}\right)
$$

consider the problem in an alternative way. Recall the ultimate goal is to learn the true regression coefficients vector $\mathbf{w}_{*}$. On one hand, if $\hat{\mathbf{w}}_{t}$ provide good estimates of $\mathbf{w}_{*}$, the convergence of $\hat{\mathbf{w}}_{t}$ to $\hat{\mathbf{w}}$ does not matter much. On the other hand, notice that

$$
\left\|\hat{\mathbf{w}}_{t}-\mathbf{w}_{*}\right\| \leq\left\|\hat{\mathbf{w}}_{t}-\hat{\mathbf{w}}\right\|+\left\|\hat{\mathbf{w}}-\mathbf{w}_{*}\right\|
$$

Even if $\hat{\mathbf{w}}_{t}$ does converge to $\hat{\mathbf{w}}$, it does not make much sense to iterate the gradient descent steps till convergence because the second term on the right will dominate the error. Instead, the algorithm should be stopped earlier when the performance of the estimate does not improve.

In order to state our main results we need some assumptions. Firstly, we assume both $X$ and $Y$ are uniformly bounded by a constant $M$. Also, the covariance matrix $V_{X X}$ of $X$ is nondegenerate, that is, all the eigenvalues of $V_{X X}$ are positive. In particular, we denote by $\lambda_{\max }$ and $\lambda_{\min }$ the largest and the smallest eigenvalues of $V_{X X}$, respectively.

To simplify our presentation and notations in the proofs, we focus on symmetric kernels and define $\Psi:[0, \infty) \rightarrow[0, \infty)$ as $\Psi(u)=K(\sqrt{2 u})$ or equivalently, $\Psi\left(\frac{u^{2}}{2}\right)=K(u)$. With this notation, the empirical error can be rewritten as
$R(\mathbf{w})=-\frac{h^{2}}{m^{2}} \sum_{i=1}^{m} \sum_{j=1}^{m} \Psi\left(\frac{\left[\left(y_{i}-\mathbf{w}^{\top} \mathbf{x}_{i}\right)-\left(y_{j}-\mathbf{w}^{\top} \mathbf{x}_{j}\right)\right]^{2}}{2 h^{2}}\right)$.
Assume $\Psi$ is decreasing and differentiable, $c_{0}=-\Psi_{+}^{\prime}(0)>$ 0 , and for some $p>0$,

$$
\begin{equation*}
\left|\Psi^{\prime}(u)-\Psi_{+}^{\prime}(0)\right| \leq c_{p} u^{p}, \forall u>0 \tag{2}
\end{equation*}
$$

When the Gaussian kernel is used, it is easy to verify that $\Psi(u)=\frac{1}{\sqrt{2 \pi}} \exp (-u)$. We have $c_{0}=\frac{1}{\sqrt{2 \pi}}$ and (2) holds with $p=1$ and $c_{p}=\frac{1}{\sqrt{2 \pi}}$.

Our first result, Theorem 1 below, shows that $\hat{\mathbf{w}}_{t}$ is uniformly bounded with large probability.

Theorem 1: If $0<\eta_{t} \leq \frac{1}{2 c_{0} \lambda_{\max }}$ for all $t \in \mathbb{N}$ and $h \geq$ $\left(\frac{2^{5 p+4} c_{p} M^{6 p+2}}{c_{0} \lambda_{\text {m in }}^{2 p+1}}\right)^{1 / 2 p}$, then for any $0<\delta<1$, we have

$$
\left\|\hat{\mathbf{w}}_{t}\right\| \leq \frac{3 M^{2}}{\lambda_{\min }} \quad \text { for all } t \in \mathbb{N}
$$

with probability $1-\delta$ provided that $m \geq \frac{900 M^{4} \log (8 / \delta)}{\lambda_{\text {min }}^{2}}$.
Because any bounded closed set in $\mathbb{R}^{n}$ is compact, Theorem 1 guarantees that a subsequence of $\left\{\hat{\mathbf{w}}_{t}\right\}$ converges to some point. To ensure the accumulation point is the solution $\mathbf{w}_{*}$ as we expected, the step size and the scaling parameters should be selected appropriately.

Theorem 2: Let $\eta_{t}=\eta t^{-\theta}$ for some $0 \leq \theta<1$ and $0<\eta \leq$ $\frac{\lambda_{\text {min }}}{12 c_{0} \lambda_{\max }^{2}}$. Let $h \geq\left(\frac{2^{5 p+4} c_{p} M^{6 p+2}}{c_{0} \lambda_{\text {min }}^{2 p+1}}\right)^{1 / 2 p}$. For any $0<\delta<1$, we have
$\left\|\hat{\mathbf{w}}_{T}-\mathbf{w}_{*}\right\|^{2} \leq C^{\prime}\left\{\exp \left(-\frac{\eta c_{0} \lambda_{\min } T^{1-\theta}}{1-\theta}\right)+\frac{1}{h^{4 p}}+\frac{\log (8 / \delta)}{m}\right\}$
with probability $1-\delta$ provided that $m \geq \frac{900 M^{4} \log (8 / \delta)}{\lambda_{\min }^{2}}$. Here the constant $C^{\prime}$ is independent of $m, h$, or $\delta$, and will be given explicitly in the proof.

Theorem 2 indicates that, under appropriate choices of the parameters, $\hat{\mathbf{w}}_{t}$ converges to $\mathbf{w}_{*}$ exponentially fast in terms of the number of iterations and is of order $O\left(\frac{1}{m}\right)$ in terms of the sample size. In particular, the convergence holds with a fixed step size $\eta_{t}=\eta$ provided that $\eta$ is small enough. In practice, given a set of observations, the sample size $m$ is fixed. The number of iteration steps $T=O(\log m)$ is usually sufficient to achieve the best possible learning performance.

## II. Preliminaries

We first give several basic facts associated to the linear regression model. Throughout this section we denote $\mu_{X}=\mathbf{E}(X)$ and $\mu_{Y}=\mathbf{E}(Y)$.

Lemma 3: The covariance matrix $V_{X X}$ satisfies $\lambda_{\max }=$ $\left\|V_{X X}\right\| \leq M^{2}$.

Proof: Note that $V_{X X}=\mathbf{E}\left(X X^{\top}\right)-\mu_{X} \mu_{X}^{\top}$. Since $X$ is bounded by $M$, we have $\left\|\mathbf{E}\left(X X^{\top}\right)\right\| \leq M^{2}$. Since both $\mathbf{E}\left(X X^{\top}\right)$ and $\mu_{X} \mu_{X}^{\top}$ are positive semidefinite, we have

$$
\left\|V_{X X}\right\| \leq\left\|\mathbf{E}\left(X X^{\top}\right)\right\| \leq M^{2}
$$

This proves the conclusion.
Lemma 4: Let $V_{X Y}$ denote the covariance vector between $X$ and $Y$. We have $V_{X X} \mathbf{w}_{*}=V_{X Y}$ and $\left\|\mathbf{w}_{*}\right\| \leq \frac{2 M^{2}}{\lambda_{\text {min }}}$.

Proof: By the model assumption we have $\mu_{Y}=\mu_{X}^{\top} \mathbf{w}_{*}$. Therefore, $y-\mu_{Y}=\left(\mathbf{x}-\mu_{X}\right)^{\top} \mathbf{w}_{*}+\epsilon$ and $\left(y-\mu_{Y}\right)\left(\mathbf{x}-\mu_{X}\right)=\left(\mathbf{x}-\mu_{X}\right)\left(\mathbf{x}-\mu_{X}\right)^{\top} \mathbf{w}_{*}+\epsilon\left(\mathbf{x}-\mu_{X}\right)$.

Taking expectation both sides and noting the fact $\mathbf{E}(\epsilon \mid \mathbf{x})=0$, we obtain $V_{X Y}=V_{X X} \mathbf{w}_{*}$.

Since both $X$ and $Y$ are bounded by $M$, we have

$$
\left\|V_{X Y}\right\|=\left\|\mathbf{E}(X Y)-\mu_{X} \mu_{Y}\right\| \leq 2 M^{2}
$$

Thus

$$
\left\|\mathbf{w}_{*}\right\|=\left\|V_{X X}^{-1} V_{X Y}\right\| \leq \frac{2 M^{2}}{\lambda_{\min }}
$$

This finishes the proof.
In our analysis, we need to deal with matrix and vector valued functions. For this purpose we need probability inequalities for Hilbert space valued random variables. The following one can be found in [21].

Lemma 5: Let $\mathcal{H}$ be a Hilbert space and $\left\{\xi_{i}\right\}_{i=1}^{m}$ be $m$ independent random variables with values in $\mathcal{H}$. Suppose that for each $i,\left\|\xi_{i}\right\| \leq M$ almost surely. Denote $\sigma^{2}=\sum_{i=1}^{m} \mathbf{E}\left(\left\|\xi_{i}\right\|^{2}\right)$. Then, for any $\varepsilon>0$,

$$
\begin{aligned}
& \operatorname{Pr}\left\{\left\|\frac{1}{m} \sum_{i=1}^{m}\left[\xi_{i}-\mathbf{E}\left(\xi_{i}\right)\right]\right\| \geq \varepsilon\right\} \\
\leq & 2 \exp \left\{-\frac{m \varepsilon}{2 M} \log \left(1+\frac{m M \varepsilon}{\sigma^{2}}\right)\right\} .
\end{aligned}
$$

By this lemma, we can prove the following inequality.
Lemma 6: Let $\mathcal{H}$ be a Hilbert space and $\xi$ be a random variable with values in $\mathcal{H}$. Assume that $\|\xi\| \leq M$ almost surely. Let $\left\{\xi_{1}, \xi_{2}, \ldots, \xi_{m}\right\}$ be a sample of $m$ independent observations
for $\xi$. Then, for any $\varepsilon>0$,
$\operatorname{Pr}\left\{\left\|\frac{1}{m} \sum_{i=1}^{m} \xi_{i}-\mathbf{E}(\xi)\right\| \geq \varepsilon\right\} \leq 2 \exp \left\{-\frac{m \varepsilon^{2}}{2 M^{2}+M \varepsilon}\right\}$.
Proof: Since $\|\xi\| \leq M$ almost surely, we have

$$
\sigma^{2}=\sum_{i=1}^{m} \mathbf{E}\left(\left\|\xi_{i}\right\|^{2}\right)=m \mathbf{E}\left(\|\xi\|^{2}\right) \leq m M^{2}
$$

Applying Lemma 5 we obtain

$$
\begin{align*}
& \operatorname{Pr}\left\{\left\|\frac{1}{m} \sum_{i=1}^{m} \xi_{i}-\mathbf{E}(\xi)\right\| \geq \varepsilon\right\} \\
\leq & 2 \exp \left\{-\frac{m \varepsilon}{2 M} \log \left(1+\frac{\varepsilon}{M}\right)\right\} . \tag{4}
\end{align*}
$$

By the elementary inequality $\log (1+t)>\frac{2 t}{2+t}$ for $t>0$, we have

$$
\frac{\varepsilon}{M} \log \left(1+\frac{\varepsilon}{M}\right) \geq \frac{2 \varepsilon^{2}}{2 M^{2}+M \varepsilon}
$$

Plugging this into (4) gives (3).
Lemma 7: Let $\mathcal{H}$ be a Hilbert space and $\xi$ be a random variable with values in $\mathcal{H}$. Assume that $\|\xi\| \leq M$ almost surely. Let $\left\{\xi_{1}, \xi_{2}, \ldots, \xi_{m}\right\}$ be a sample of $m$ independent observations for $\xi$. Then, for any $0<\tilde{\delta}<1$, we have with confidence $1-\tilde{\delta}$,

$$
\left\|\frac{1}{m} \sum_{i=1}^{m} \xi_{i}-\mathbf{E}(\xi)\right\| \leq \frac{1}{2} M\left(\tau+\sqrt{8 \tau+\tau^{2}}\right)
$$

where $\tau=\frac{\log (2 / \tilde{\delta})}{m}$.
Using this lemma we can prove the following estimate.
Lemma 8: For any $0<\delta<1$, with probability at least $1-\delta$, we have

$$
\begin{equation*}
\left\|\frac{1}{m^{2}} \sum_{i=1}^{m} \sum_{j=1}^{m}\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)^{\top}-2 V_{X X}\right\| \leq 10 M^{2} \sqrt{\tau} \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\frac{1}{m^{2}} \sum_{i=1}^{m} \sum_{j=1}^{m}\left(y_{i}-y_{j}\right)\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)-2 V_{X Y}\right\| \leq 12 M^{2} \sqrt{\tau} \tag{6}
\end{equation*}
$$

simultaneously, where $\tau=\frac{\log (8 / \delta)}{m}$.
Proof: Let $\overline{\mathbf{x}}=\frac{1}{m} \sum_{i=1}^{m} \mathbf{x}_{i}$ and $\bar{y}=\frac{1}{m} \sum_{i=1}^{m} y_{i}$ be the corresponding sample means of $X$ and $Y$.

Applying Lemma 7 to $\xi=X$ with $\tilde{\delta}=\frac{\delta}{4}$, we obtain

$$
\begin{equation*}
\left\|\frac{1}{m} \sum_{i=1}^{m} \mathbf{x}_{i}-\mu_{X}\right\| \leq \frac{1}{2} M\left(\tau+\sqrt{8 \tau+\tau^{2}}\right) \tag{7}
\end{equation*}
$$

with probability at least $1-\frac{\delta}{4}$. Applying Lemma 7 to $\xi=Y$ with $\tilde{\delta}=\frac{\delta}{4}$, we obtain

$$
\begin{equation*}
\left|\frac{1}{m} \sum_{i=1}^{m} y_{i}-\mu_{Y}\right| \leq \frac{1}{2} M\left(\tau+\sqrt{8 \tau+\tau^{2}}\right) \tag{8}
\end{equation*}
$$

216 with probability at least $1-\frac{\delta}{4}$. Recall that all $n \times n$ matrices 217 form a Hilbert space under the Frobenius norm. Consider the matrix valued random variable $\xi=X X^{\top}$ which satisfies $\|\xi\|_{F}=\|X\|^{2} \leq M^{2}$. Applying Lemma 7 with $\tilde{\delta}=\frac{\delta}{4}$, we obtain

$$
\left\|\frac{1}{m} \sum_{i=1}^{m} \mathbf{x}_{i} \mathbf{x}_{i}^{\top}-\mathbf{E}\left(X X^{\top}\right)\right\|_{F} \leq \frac{1}{2} M^{2}\left(\tau+\sqrt{8 \tau+\tau^{2}}\right)
$$

221 with probability at least $1-\frac{\delta}{4}$. Since the operator norm is
bounded by the Frobenius norm, we have

$$
\begin{equation*}
\left\|\frac{1}{m} \sum_{i=1}^{m} \mathbf{x}_{i} \mathbf{x}_{i}^{\top}-\mathbf{E}\left(X X^{\top}\right)\right\| \leq \frac{1}{2} M^{2}\left(\tau+\sqrt{8 \tau+\tau^{2}}\right) \tag{9}
\end{equation*}
$$

223 with probability at least $1-\frac{\delta}{4}$. Applying Lemma 7 to $\xi=X Y$ 224 with $\tilde{\delta}=\frac{\delta}{4}$, we obtain

$$
\begin{equation*}
\left\|\frac{1}{m} \sum_{i=1}^{m} \mathbf{x}_{i} y_{i}-\mathbf{E}(X Y)\right\| \leq \frac{1}{2} M^{2}\left(\tau+\sqrt{8 \tau+\tau^{2}}\right) \tag{10}
\end{equation*}
$$ matrices and their norms are no greater than $2 M^{2}$. Thus,

$$
\left\|\frac{1}{m^{2}} \sum_{i=1}^{m} \sum_{j=1}^{m}\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)^{\top}\right\| \leq 2 M^{2}
$$

This, together with Lemma 3, implies

$$
\left\|\frac{1}{m^{2}} \sum_{i=1}^{m} \sum_{j=1}^{m}\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)^{\top}-2 V_{X X}\right\| \leq 2 M^{2}
$$

So (5) holds almost surely if $\tau>\frac{1}{25}$. When $\tau \leq \frac{1}{25}$, by (7) and (9), we obtain

$$
\begin{aligned}
& \left\|\frac{1}{m^{2}} \sum_{i=1}^{m} \sum_{j=1}^{m}\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)^{\top}-2 V_{X X}\right\| \\
\leq & 2\left\|\frac{1}{m} \sum_{i=1}^{m} \mathbf{x}_{i} \mathbf{x}_{i}^{\top}-\mathbf{E}\left(X X^{\top}\right)\right\|+2\left\|\overline{\mathbf{x}} \overline{\mathbf{x}}^{\top}-\mu_{X} \mu_{X}^{\top}\right\| \\
\leq & M^{2}\left(\tau+\sqrt{8 \tau+\tau^{2}}\right)+4 M\left\|\overline{\mathbf{x}}-\mu_{X}\right\| \\
\leq & 3 M^{2}\left(\tau+\sqrt{8 \tau+\tau^{2}}\right) \\
\leq & 3 M^{2} \sqrt{\tau}\left(\sqrt{\frac{1}{25}}+\sqrt{8+\frac{1}{25}}\right) \\
\leq & 10 M^{2} \sqrt{\tau}
\end{aligned}
$$

This proves (5).
Now we turn to (6). The proof is quite similar. First note that the left hand side is bounded by $8 M^{2}$ almost surely. So the inequality is always true when $\tau>1$. When $\tau \leq 1$, we need the fact that

$$
\frac{1}{m^{2}} \sum_{i=1}^{m} \sum_{j=1}^{m}\left(y_{i}-y_{j}\right)\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)=\frac{2}{m} \sum_{i=1}^{m} y_{i} \mathbf{x}_{i}-2 \overline{\mathbf{x}} \bar{y}
$$

By (7), (8) and (10), we obtain

$$
\begin{aligned}
& \left\|\frac{1}{m^{2}} \sum_{i=1}^{m} \sum_{j=1}^{m}\left(y_{i}-y_{j}\right)\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)-2 V_{X Y}\right\| \\
\leq & 2\left\|\frac{1}{m} \sum_{i=1}^{m} y_{i} \mathbf{x}_{i}-\mathbf{E}(X Y)\right\| \\
& +2 M\left(\left\|\overline{\mathbf{x}}-\mu_{X}\right\|+\left|\bar{y}-\mu_{Y}\right|\right) \\
\leq & 3 M^{2}\left(\tau+\sqrt{8 \tau+\tau^{2}}\right) \\
\leq & 12 M^{2} \sqrt{\tau}
\end{aligned}
$$

We finish the proof.
According to Lemma 8, we will adopt the notations

$$
\hat{V}_{X X}=\frac{1}{2 m^{2}} \sum_{i=1}^{m} \sum_{j=1}^{m}\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)^{\top}
$$

and

$$
\hat{V}_{X Y}=\frac{1}{2 m^{2}} \sum_{i=1}^{m} \sum_{j=1}^{m}\left(y_{i}-y_{j}\right)\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)
$$

because they provide sample estimates of the covariance matrix
$V_{X X}$ and the covariance vector $V_{X Y}$, respectively.

## III. UNIFORM BOUND FOR THE SOLUTION PATH

In this section, we prove Theorem 1 which states that $\hat{\mathbf{w}}_{t}$ are uniformly bounded with large probability.

To simplify our presentation, we adopt the notation

$$
\zeta_{t}(i, j)=\left(y_{i}-\hat{\mathbf{w}}_{t}^{\top} \mathbf{x}_{i}\right)-\left(y_{j}-\hat{\mathbf{w}}_{t}^{\top} \mathbf{x}_{j}\right)
$$

for each $t \in \mathbb{N}$ in the sequel. The following proposition gives
conditions for the solution $\hat{\mathbf{w}}_{t}$ to be uniformly bounded.
Proposition 9: Let $0<\eta_{t} \leq \frac{1}{2 c_{0} \lambda_{\max }}$ for all $t \geq 1$ and $h$ is chosen such that

$$
\begin{equation*}
h \geq\left(\frac{2^{5 p+4} c_{p} M^{6 p+2}}{c_{0} \lambda_{\min }^{2 p+1}}\right)^{1 / 2 p} \tag{11}
\end{equation*}
$$

If the sample $\left\{\left(\mathbf{x}_{i}, y_{i}\right)\right\}_{i=1}^{m}$ satisfies

$$
\begin{equation*}
\left\|\hat{V}_{X X}-V_{X X}\right\| \leq \frac{1}{6} \lambda_{\min } \tag{12}
\end{equation*}
$$

then

Proof: By the definition of $\hat{V}_{X X}$ and $\hat{V}_{X Y}$ and the fact $\Psi_{+}^{\prime}(0)=-c_{0}$, we can write

$$
\begin{aligned}
& \nabla R\left(\hat{\mathbf{w}}_{t-1}\right) \\
= & \frac{1}{m^{2}} \sum_{i=1}^{m} \sum_{j=1}^{m} \Psi^{\prime}\left(\frac{\zeta_{t-1}^{2}(i, j)}{2 h^{2}}\right) \zeta_{t-1}(i, j)\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right) \\
= & \frac{1}{m^{2}} \sum_{i=1}^{m} \sum_{j=1}^{m}\left[\Psi^{\prime}\left(\frac{\zeta_{t-1}^{2}(i, j)}{2 h^{2}}\right)-\Psi_{+}^{\prime}(0)\right] \zeta_{t-1}(i, j)\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right) \\
& -2 c_{0} \hat{V}_{X Y}+2 c_{0}\left(\hat{V}_{X X}-V_{X X}\right) \hat{\mathbf{w}}_{t-1}+2 c_{0} V_{X X} \hat{\mathbf{w}}_{t-1} \\
:= & Q_{1}+Q_{2}+Q_{3}+2 c_{0} V_{X X} \hat{\mathbf{w}}_{t-1} .
\end{aligned}
$$

We prove the conclusion by induction. First it is obvious
$\left\|\hat{\mathbf{w}}_{0}\right\|=0 \leq \frac{3 M^{2}}{\lambda_{\text {min }}}$. Assume $\left\|\hat{\mathbf{w}}_{t-1}\right\| \leq \frac{3 M^{2}}{\lambda_{\text {m in }}}$. We need to prove $\left\|\hat{\mathbf{w}}_{t}\right\| \leq \frac{3 M^{2}}{\lambda_{\text {min }}}$.

By the definition of $\hat{\mathbf{w}}_{t}$, we have

$$
\begin{aligned}
\hat{\mathbf{w}}_{t} & =\hat{\mathbf{w}}_{t-1}-\eta_{t} \nabla R\left(\hat{\mathbf{w}}_{t-1}\right) \\
& =\left(I-2 \eta_{t} c_{0} V_{X X}\right) \hat{\mathbf{w}}_{t-1}-\eta_{t}\left(Q_{1}+Q_{2}+Q_{3}\right)
\end{aligned}
$$

Since $\eta_{t} \leq \frac{1}{2 c_{0} \lambda_{\max }}$, the matrix $I-2 \eta_{t} c_{0} V_{X X}$ is positive semidefinite. We have

$$
\left\|\left(I-2 \eta_{t} c_{0} V_{X X}\right) \hat{\mathbf{w}}_{t-1}\right\| \leq\left(1-2 \eta_{t} c_{0} \lambda_{\min }\right) \frac{3 M^{2}}{\lambda_{\min }}
$$

Since $X$ and $Y$ are bounded by $M$ almost surely and $\left\|\hat{\mathbf{w}}_{t-1}\right\| \leq \frac{3 M^{2}}{\lambda_{\text {min }}}$, we have

$$
\begin{aligned}
\left\|\zeta_{t-1}(i, j)\right\| & \leq 2 M\left(1+\left\|\hat{\mathbf{w}}_{t-1}\right\|\right) \\
& \leq 2 M\left(1+\frac{3 M^{2}}{\lambda_{\min }}\right) \leq \frac{8 M^{3}}{\lambda_{\min }}
\end{aligned}
$$

where we have used the fact $\lambda_{\min } \leq \lambda_{\max } \leq M^{2}$. This together with the Lipschitz assumption on $\Psi^{\prime}$ gives

$$
\begin{aligned}
\left\|Q_{1}\right\| & \leq \frac{1}{m^{2}} \sum_{i=1}^{m} \sum_{j=1}^{m} c_{p}\left(\frac{\left|\zeta_{t-1}(i, j)\right|^{2}}{2 h^{2}}\right)^{p}\left|\zeta_{t-1}(i, j)\right| \\
& \leq 2^{5 p+4} c_{p} M^{6 p+4} \lambda_{\min }^{-2 p-1} h^{-2 p}
\end{aligned}
$$

Under the condition (11), we have $\left\|Q_{1}\right\| \leq c_{0} M^{2}$. It is easy to verify $\left\|Q_{2}\right\| \leq 4 c_{0} M^{2}$. As for $Q_{3}$, under the condition (12), we have $\left\|Q_{3}\right\| \leq c_{0} M^{2}$. Therefore, we have

$$
\left\|\hat{\mathbf{w}}_{t}\right\| \leq\left(1-2 \eta_{t} c_{0} \lambda_{\min }\right) \frac{3 M^{2}}{\lambda_{\min }}+6 \eta_{t} c_{0} M^{2} \leq \frac{3 M^{2}}{\lambda_{\min }}
$$

This finishes the proof.
Now Theorem 1 can be proved by combining Proposition 9 and Lemma 8.

Proof of Theorem 1: By Lemma 8,

$$
\left\|\hat{V}_{X X}-V_{X X}\right\| \leq 5 M^{2} \sqrt{\frac{\log (8 / \delta)}{m}}
$$
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## IV. One Step Error Analysis

In this section we show that the estimation error decreases after each iteration step, which plays an essential role for the proof of Theorem 2.

Proposition 10: Let $0<\eta_{t} \leq \frac{\lambda_{\text {min }}}{12 c_{0} \lambda_{\text {max }}^{2}}$ for all $t \geq 1$ and $h \geq$ $\left(\frac{2^{5 p+4} c_{p} M^{6 p+4}}{c_{0} \lambda_{\text {m i i }}^{2 p+1}}\right)^{1 / 2 p}$. If the sample $\left\{\left(\mathbf{x}_{i}, y_{i}\right)\right\}_{i=1}^{m}$ satisfies

$$
\begin{equation*}
\left\|\hat{V}_{X X}-V_{X X}\right\| \leq 5 M^{2} \sqrt{\frac{\log (8 / \delta)}{m}} \leq \frac{1}{6} \lambda_{\min } \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\hat{V}_{X Y}-V_{X Y}\right\| \leq 6 M^{2} \sqrt{\frac{\log (8 / \delta)}{m}} \tag{14}
\end{equation*}
$$

then

$$
\begin{aligned}
\left\|\hat{\mathbf{w}}_{t}-\mathbf{w}_{*}\right\|^{2} \leq & \left(1-\eta_{t} c_{0} \lambda_{\min }\right)\left\|\hat{\mathbf{w}}_{t-1}-\mathbf{w}_{*}\right\|^{2} \\
& +\eta_{t} C\left(h^{-4 p}+\frac{\log (8 / \delta)}{m}\right)
\end{aligned}
$$

for some constant $C$ independent of $m, \delta$, or $h$.
Proof: By the definition of $\hat{\mathbf{w}}_{t}$, we have

$$
\begin{align*}
\left\|\hat{\mathbf{w}}_{t}-\mathbf{w}_{*}\right\|^{2}= & \left\|\hat{\mathbf{w}}_{t-1}-\mathbf{w}_{*}\right\|^{2} \\
& -2 \eta_{t}\left(\hat{\mathbf{w}}_{t-1}-\mathbf{w}_{*}\right)^{\top} \nabla R\left(\hat{\mathbf{w}}_{t-1}\right) \\
& +\eta_{t}^{2}\left\|\nabla R\left(\hat{\mathbf{w}}_{t-1}\right)\right\|^{2} \tag{15}
\end{align*}
$$

The key to prove Proposition 10 is to estimate $\nabla R\left(\hat{\mathbf{w}}_{t-1}\right)$ appropriately. For this purpose we write

$$
\begin{aligned}
& \nabla R\left(\hat{\mathbf{w}}_{t-1}\right) \\
= & \frac{1}{m^{2}} \sum_{i=1}^{m} \sum_{j=1}^{m} \Psi^{\prime}\left(\frac{\zeta_{t-1}^{2}(i, j)}{2 h^{2}}\right) \zeta_{t-1}(i, j)\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right) \\
= & \frac{1}{m^{2}} \sum_{i=1}^{m} \sum_{j=1}^{m}\left[\Psi^{\prime}\left(\frac{\zeta_{t-1}^{2}(i, j)}{2 h^{2}}\right)-\Psi_{+}^{\prime}(0)\right] \zeta_{t-1}(i, j)\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right) \\
& -\frac{c_{0}}{m^{2}} \sum_{i=1}^{m} \sum_{j=1}^{m} \zeta_{t-1}(i, j)\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right) \\
= & \frac{1}{m^{2}} \sum_{i=1}^{m} \sum_{j=1}^{m}\left[\Psi^{\prime}\left(\frac{\zeta_{t-1}^{2}(i, j)}{2 h^{2}}\right)-\Psi_{+}^{\prime}(0)\right] \zeta_{t-1}(i, j)\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right) \\
& -2 c_{0}\left\{\left(\hat{V}_{X Y}-V_{X Y}\right)-\left(\hat{V}_{X X}-V_{X X}\right) \hat{\mathbf{w}}_{t-1}\right\} \\
& +2 c_{0} V_{X X}\left(\hat{\mathbf{w}}_{t-1}-\mathbf{w}_{*}\right) \\
:= & D_{1}+D_{2}+D_{3},
\end{aligned}
$$

where we have used the fact $V_{X Y}=V_{X X} \mathbf{w}_{*}$ obtained in Lemma 4.

Note that all the conditions for Proposition 9 hold. So we have the bound $\left\|\hat{\mathbf{w}}_{t}\right\| \leq \frac{3 M^{2}}{\lambda_{\mathrm{min}}}$ for all $t$. For $D_{1}$, by the Lipschitz condition of $\Psi^{\prime}$ and the bound for $\hat{\mathbf{w}}_{t-1}$, as we have shown in the proof of Proposition 9, we have

$$
\begin{equation*}
\left\|D_{1}\right\| \leq 2^{5 p+4} c_{p} M^{6 p+4} \lambda_{\min }^{-2 p-1} h^{-2 p} \tag{16}
\end{equation*}
$$

For $D_{2}$, by (13), (14) and the bound for $\hat{\mathbf{w}}_{t-1}$, we have

$$
\begin{align*}
\left\|D_{2}\right\| & \leq 2 c_{0}\left(\left\|\hat{V}_{X Y}-V_{X Y}\right\|+\left\|\hat{V}_{X X}-V_{X X}\right\|\left\|\hat{\mathbf{w}}_{t-1}\right\|\right) \\
& \leq 2 c_{0}\left(6 M^{2}+\frac{15 M^{4}}{\lambda_{\min }}\right) \sqrt{\frac{\log (8 / \delta)}{m}} \\
& \leq 42 c_{0} M^{4} \lambda_{\min }^{-1} \sqrt{\frac{\log (8 / \delta)}{m}} \tag{17}
\end{align*}
$$

Now we can estimate the second term on the right of (15). 299 For notational simplicity let

$$
\tilde{C}=\max \left\{2^{5 p+4} c_{p} M^{6 p+4} \lambda_{\min }^{-2 p-1}, 42 c_{0} M^{4} \lambda_{\min }^{-1}\right\}
$$

By (16) and the elementary inequality $a b \leq \frac{a^{2}}{2}+\frac{b^{2}}{2}$, we have

$$
\begin{aligned}
& \left|\left(\hat{\mathbf{w}}_{t-1}-\mathbf{w}_{*}\right)^{\top} D_{1}\right| \\
\leq & \frac{c_{0} \lambda_{\min }}{2}\left\|\hat{\mathbf{w}}_{t-1}-\mathbf{w}_{*}\right\|^{2}+\frac{1}{2 c_{0} \lambda_{\min }}\left\|D_{1}\right\|^{2} . \\
\leq & \frac{c_{0} \lambda_{\min }}{2}\left\|\hat{\mathbf{w}}_{t-1}-\mathbf{w}_{*}\right\|^{2}+\frac{\tilde{C}^{2}}{2 c_{0} \lambda_{\min }} h^{-4 p} .
\end{aligned}
$$

Similarly, by (17), we have

$$
\begin{aligned}
& \left|\left(\hat{\mathbf{w}}_{t-1}-\mathbf{w}_{*}\right)^{\top} D_{2}\right| \\
\leq & \frac{c_{0} \lambda_{\min }}{2}\left\|\hat{\mathbf{w}}_{t-1}-\mathbf{w}_{*}\right\|^{2}+\frac{1}{2 c_{0} \lambda_{\min }}\left\|D_{2}\right\|^{2} \\
\leq & \frac{c_{0} \lambda_{\min }}{2}\left\|\hat{\mathbf{w}}_{t-1}-\mathbf{w}_{*}\right\|^{2}+\frac{\tilde{C}^{2}}{2 c_{0} \lambda_{\min }} \frac{\log (8 / \delta)}{m} .
\end{aligned}
$$

These together with the fact that

$$
\begin{aligned}
\left(\hat{\mathbf{w}}_{t-1}-\mathbf{w}_{*}\right)^{\top} D_{3} & =2 c_{0}\left(\hat{\mathbf{w}}_{t-1}-\mathbf{w}_{*}\right)^{\top} V_{X X}\left(\hat{\mathbf{w}}_{t-1}-\mathbf{w}_{*}\right) \\
& \geq 2 c_{0} \lambda_{\min }\left\|\hat{\mathbf{w}}_{t-1}-\mathbf{w}_{*}\right\|^{2}
\end{aligned}
$$

303 enable us to obtain

$$
\begin{align*}
& -2 \eta_{t}\left(\hat{\mathbf{w}}_{t-1}-\mathbf{w}_{*}\right)^{\top} \nabla R\left(\hat{\mathbf{w}}_{t-1}\right) \\
\leq & -2 \eta_{t} c_{0} \lambda_{\min }\left\|\hat{\mathbf{w}}_{t-1}-\mathbf{w}_{*}\right\|^{2} \\
& +\frac{\eta_{t} \tilde{C}^{2}}{c_{0} \lambda_{\min }}\left(h^{-4 p}+\frac{\log (8 / \delta)}{m}\right) \tag{18}
\end{align*}
$$
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We turn to estimate the last term on the right hand side of (15). We need the trivial bound

$$
\begin{equation*}
\left\|D_{3}\right\| \leq 2 c_{0} \lambda_{\max }\left\|\hat{\mathbf{w}}_{t-1}-\mathbf{w}_{*}\right\| \tag{19}
\end{equation*}
$$

Combining the estimates in (16), (17), and (19), we have

$$
\begin{align*}
& \eta_{t}^{2}\left\|\nabla R\left(\hat{\mathbf{w}}_{t-1}\right)\right\|^{2} \\
\leq & 3 \eta_{t}^{2}\left(\left\|D_{1}\right\|^{2}+\left\|D_{2}\right\|^{2}+\left\|D_{3}\right\|^{2}\right) \\
\leq & 12 \eta_{t}^{2} c_{0}^{2} \lambda_{\max }^{2}\left\|\hat{\mathbf{w}}_{t-1}-\mathbf{w}_{*}\right\|^{2} \\
& +3 \eta_{t}^{2} \tilde{C}^{2}\left(h^{-4 p}+\frac{\log (8 / \delta)}{m}\right) \\
\leq & \eta_{t} c_{0} \lambda_{\min }\left\|\hat{\mathbf{w}}_{t-1}-\mathbf{w}_{*}\right\|^{2} \\
& +\frac{1}{4 c_{0} \lambda_{\min }} \eta_{t} \tilde{C}^{2}\left(h^{-4 p}+\frac{\log (8 / \delta)}{m}\right) \tag{20}
\end{align*}
$$

where we used the assumption $\eta_{t} \leq \frac{\lambda_{\text {min }}}{12 c_{0} \lambda_{\max }^{2}} \leq \frac{1}{12 c_{0} \lambda_{\text {m in }}}$. $\quad 307$
Let $C=\frac{5 \tilde{C}^{2}}{4 c_{0} \lambda_{\text {min }}}$. Plugging the estimates in (18) and (20) into 308 (15), we obtain the desired conclusion.

## V. Error Bounds and Convergence Rates

To prove Theorem 2, we need two lemmas from [22].
Lemma 11: For $v \in(0,1]$ and $\theta \in[0,1]$,

$$
\sum_{t=1}^{T} \frac{1}{t^{\theta}} \prod_{j=t+1}^{T}\left(1-\frac{v}{j^{\theta}}\right) \leq \frac{3}{v}
$$

Lemma 12: For any $0 \leq \ell<T$ and $0<\theta<1$, there holds

$$
\sum_{t=\ell+1}^{T} t^{-\theta} \geq \frac{1}{1-\theta}\left[(T+1)^{1-\theta}-(\ell+1)^{1-\theta}\right]
$$

Proof of Theorem 2: For a sample satisfying the conditions (13) and (14), Proposition 10 states that

$$
\begin{aligned}
\left\|\hat{\mathbf{w}}_{t}-\mathbf{w}_{*}\right\|^{2} \leq & \left(1-\eta_{t} c_{0} \lambda_{\min }\right)\left\|\hat{\mathbf{w}}_{t-1}-\mathbf{w}_{*}\right\|^{2} \\
& +\eta_{t} C\left(h^{-4 p}+\frac{\log (8 / \delta)}{m}\right)
\end{aligned}
$$

for all $t$. Applying this estimate iteratively we obtain

$$
\begin{aligned}
& \left\|\hat{\mathbf{w}}_{T}-\mathbf{w}_{*}\right\|^{2} \leq\left\|\mathbf{w}_{*}\right\|^{2} \prod_{t=1}^{T}\left(1-\eta_{t} c_{0} \lambda_{\min }\right) \\
& \quad+C\left(h^{-4 p}+\frac{\log (8 / \delta)}{m}\right) \sum_{t=1}^{T} \prod_{j=t+1}^{T}\left(1-\eta_{j} c_{0} \lambda_{\min }\right) \eta_{t}
\end{aligned}
$$

Since $\eta_{t}=\eta t^{-\theta}$, by the elementary inequality $1-u \leq 317$ $\exp (-u)$ and Lemma 12 with $\ell=0$, we have 318

$$
\begin{aligned}
\prod_{t=1}^{T}\left(1-\eta_{t} c_{0} \lambda_{\min }\right) & \leq \exp \left(-c_{0} \lambda_{\min } \sum_{t=1}^{T} \eta_{t}\right) \\
& \leq \exp \left(\frac{\eta c_{0} \lambda_{\min }\left(1-(T+1)^{1-\theta}\right)}{1-\theta}\right) \\
& \leq \exp \left(\frac{\eta c_{0} \lambda_{\min }\left(1-T^{1-\theta}\right)}{1-\theta}\right)
\end{aligned}
$$

Lemma 11 with $v=\eta c_{0} \lambda_{\text {min }}$ yields

$$
\begin{aligned}
& \sum_{t=1}^{T} \prod_{j=t+1}^{T}\left(1-\eta_{j} c_{0} \lambda_{\min }\right) \eta_{t} \\
= & \eta \sum_{t=1}^{T} \frac{1}{t^{\theta}} \prod_{j=t+1}^{T}\left(1-\frac{\eta c_{0} \lambda_{\min }}{j^{\theta}}\right) \leq \frac{3}{c_{0} \lambda_{\min }} .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
&\left\|\hat{\mathbf{w}}_{T}-\mathbf{w}_{*}\right\|^{2} \leq\left\|\mathbf{w}_{*}\right\|^{2} \exp \left(\frac{\eta c_{0} \lambda_{\min }\left(1-T^{1-\theta}\right)}{1-\theta}\right) \\
&+\frac{3 C}{c_{0} \lambda_{\min }}\left(h^{-4 p}+\frac{\log (8 / \delta)}{m}\right) \\
& \leq C^{\prime}\left\{\exp \left(-\frac{\eta c_{0} \lambda_{\min } T^{1-\theta}}{1-\theta}\right)+h^{-4 p}+\frac{\log (8 / \delta)}{m}\right\},
\end{aligned}
$$

where $C^{\prime}=\left\|\mathbf{w}_{*}\right\|^{2} \exp \left(\frac{\eta c_{0} \lambda_{\text {min }}}{1-\theta}\right)+\frac{3 C}{c_{0} \lambda_{\text {min }}}$. The proof of Theorem 2 is completed after noticing that the conditions (13) and (14) hold with probability at least $1-\delta$, as are guaranteed by Lemma 8.

## VI. Simulations

In this section we study the empirical performance of the gradient descent method for MEE by simulations and compare it with our theoretical analysis. On one hand we expect the theoretical analysis provides some guidance to the empirical implementation. On the other hand, since the theoretical analysis is based on upper bounds which might be far from tight, it is important to understand the gap between the theory and empirical applications.

In the simulation, let $\mathbf{x} \in \mathbb{R}^{10}$ and the model be defined by $Y=\mathbf{w}_{*}^{\top} \mathbf{x}+\epsilon$ with $\mathbf{w}_{*}=[1-11-11-11-11-1]^{\top}$ and $\mathbf{x} \sim N\left(0, I_{10}\right)$. We consider two types of noise. The first type is the Gaussian noise $\epsilon \sim N\left(0, c \mathbf{w}_{*}^{\top} \mathbf{x}\right)$ for each given $\mathbf{x}$. The second type is the generalized Gaussian noise with a probability density function $f(\epsilon) \propto \exp \left(-|c \epsilon|^{0.3}\right)$. It is a typical heavy tailed distribution and has been employed in [2] to explore the effectiveness of a minimum total error entropy algorithm. For both noise models we select the constant $c$ so that the signal to noise ratio equal to one. As indicated by Theorem 2, a small constant step size can be used to guarantee convergence and the scaling parameter should be large enough. In our simulations we have chosen $\eta_{t}=\sqrt{0.005 \pi}$ (so that it satisfies the condition in Theorem 2) and $h=10$. We let the sample size $m$ vary from 50 to 500 . The simulation results based on 100 repeated experiments were reported in Figs. 1 and 2 for the two noise models, respectively.

In Figs. 1(a) and 2(a) we report the change of the mean squared error as the number of iterations increases. In Figs. 1(b) and 2(b) we compare the mean squared error with iteration to convergence and the mean squared error with optimal iteration (i.e., the number of iterations that leads to minimal mean squared error). In Figs. 1(c) and 2(c) we compare the number of iterations to convergence and the optimal number of


Fig. 1. Simulation results for Gaussian noise.
iterations. Similar results are seen regardless of the noise types. All these results indicate that the optimal solution can be achieved by early stopping the gradient descent iteration while further increasing the number of iterations may hurt the learning performance. The performance degradation is notable in a small sample setting while negligible in a large sample setting. Therefore, early stopping is not only sufficient but also necessary when the sample size is small. An interesting observation is that the number of iterations to convergence and the optimal number of iterations tend to coincide when the sample size is large. A plausible explanation is that when the sample size is large, the empirical risk approximates the expected risk well and thus $\hat{\mathbf{w}}$ approximates $\mathbf{w}_{*}$ well. So the optimal solution does require $\hat{\mathbf{w}}_{t}$ to converge to $\hat{\mathbf{w}}$. We observed that the number of iterations to convergence decreases as the sample size increases. Although it

does not contradict our analysis, it does seem surprising. We do not have an explanation at the moment and would leave it for future study.

Recall that the upper bound in Theorem 2 implies the sufficiency of early stopping for an optimal solution in a large sample size setting. Moreover, although it is hard to verify the optimal number of iterations is of order $O(\log m)$, it does increase very slowly according Figs. 1(c) and 2(c).

Theorem 2 also provides useful insight on the choice of the step size. The upper bound of $\eta$ can be estimated from the sample. Choosing $\eta$ around half of the upper bound usually works well in practice. However, there is a gap between the theoretical analysis and empirical applications regarding the
choice of the scaling parameter $h$. The theoretical lower bound on $h$ is too restrictive. In practice it is found that a moderately large $h$ is good and a very large $h$ is not necessary.

## VII. Discussions

To derive our results, we have assumed that the covariance matrix $V_{X X}$ of the input variable $X$ is non-degenerate. This condition, however, may not be true in many situations. A very typical model is the classical linear regression model where an intercept is included:

$$
\begin{equation*}
Y=\beta_{0}+\beta_{1}^{\top} Z+\epsilon \tag{21}
\end{equation*}
$$

with $\beta_{0} \in \mathbb{R}, \beta_{1} \in \mathbb{R}^{n}$, and $Z$ a vector valued random variable containing $n$ explanatory variables. In this case, $\mathbf{w}_{*}=\left[\beta_{0} \beta_{1}^{\top}\right]^{\top}$ and $X=\left[1 Z^{\top}\right]^{\top}$. Note that

$$
V_{X X}=\left(\begin{array}{cc}
0 & 0 \\
0 & V_{Z Z}
\end{array}\right)
$$

So it is always degenerate.
When $V_{X X}$ is degenerate, we cannot prove the convergence of $\hat{\mathbf{w}}_{t}$ to $\mathbf{w}_{*}$. Instead, we need to consider their projections onto the principal component space. Let $U$ denote the subspace of $\mathbb{R}^{n}$ spanned by the principal components associated to the positive eigenvalues and $P_{U}$ the projection onto $U$. Let $\lambda_{\text {min }}$ denote the smallest positive eigenvalue. We can prove

$$
\begin{aligned}
\lambda_{\min }\left\|P_{U}\left(\mathbf{w}-\mathbf{w}_{*}\right)\right\|^{2} & \leq\left(\mathbf{w}-\mathbf{w}_{*}\right)^{\top} V_{X X}\left(\mathbf{w}-\mathbf{w}_{*}\right) \\
& \leq \lambda_{\max }\left\|P_{U}\left(\mathbf{w}-\mathbf{w}_{*}\right)\right\|^{2}
\end{aligned}
$$

By this relationship and the techniques developed in this paper and [23], we can prove the convergence of $P_{U}\left(\hat{\mathbf{w}}_{t}\right)$ to $P_{U}\left(\mathbf{w}_{*}\right)$. This guarantees the variance of $\hat{\mathbf{w}}_{t}^{\top} X$ converges to the variance $\mathbf{w}_{*}^{\top} X$ and thus $\hat{\mathbf{w}}_{t}^{\top} X$ plus an appropriate intercept provides good predictive performance. In the model (21), if $V_{Z Z}$ is positive definite, we see $\hat{\mathbf{w}}_{t}$ estimates the slope coefficients $\beta_{1}$.

As for the implementation of the algorithm, we remark that if $V_{X X}$ is non-degenerate, the initial point is not necessarily chosen as $\hat{\mathbf{w}}_{0}=0$. The convergence holds true for any starting point. If $V_{X X}$ is degenerate, the convergence of $\hat{\mathbf{w}}_{t}$ to $\mathbf{w}_{*}$ can be proved if the starting value is in the principal components space $U$. Actually, since $\mathbf{x}_{i}-\mathbf{x}_{j}$ is in $U$, all $\hat{\mathbf{w}}_{t}$ are in $U$. Thus, $P_{U}\left(\hat{\mathbf{w}}_{t}\right)=\hat{\mathbf{w}}_{t}$ and the convergence of $\hat{\mathbf{w}}_{t}$ to $P_{U}\left(\mathbf{w}_{*}\right)$ is exactly the convergence of $P_{U}\left(\hat{\mathbf{w}}_{t}\right)$ to $P_{U}\left(\mathbf{w}_{*}\right)$.However, if the starting point has a nonzero components normal to $U$, it will never diminish during the iteration process.

We have focused on linear regression models in this paper. Note that the MEE principle can be extended to nonlinear regression by the kernel trick [14], [17]. Regularization theory plays an important role to overcome the overfitting problem in this case. It would be interesting to study the use of gradient descent for the kernel MEE method in the future.
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